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Abstract
In this paper, we introduce a simple risk model with delayed claims, an extension of the classical
Poisson model. The arrival of claims is assumed to be a Poisson process, and each loss payment of the
claims will be settled with a random period of delay. We obtain the asymptotic expressions for the
ruin probability, and exploit a connection to the Poisson models that are not time-homogeneous. In
particular, the exact ruin probability can be derived for the special case with exponentially delayed

claims and exponentially distributed sizes.
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1 Introduction

In a variety of real situations, claims could have already occurred but have not been settled or reported
immediately. Many factors may lead to the delay of the actual loss payment of the claims. For instance,
the acronyms, such as IBNR (Incurred But Not Reported) and IBNR (Reported But Not Settled) are
typically used to classify the delayed claims by different reasonings.

In the literature, the issues of ruin problem involving delayed claim settlement have been studied.
Waters and Papatriandafylou (1985) and Trufin, Albrecher and Denuit (2011) considered a discrete-time
model for a risk process allowing claims being delayed. Boogaert and Haezendonck (1989) discussed a lia-
bility process with settling delay in the framework of economical environment. Yuen, Guo and Ng (2005)
introduced a continuous-time model with one claim settled immediately and the other claim (named
‘by-claim’) settled with delay for the each time of claim occurrences. Delaying claims were also modelled
by a Poisson shot noise process, see Kliippelberg and Mikosch (1995) and Brémaud (2000), or by a shot

noise Cox process, see also Macci and Torrisi (2004) and Albrecher and Asmussen (2006).

This paper introduces a simple delayed-claim model. We assume claims arrive as a Poisson process,

and each of the claims will be settled in a randomly delayed period of time. The loss of each claim
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payment only occurs at the settlement time, rather than at the arrival time. In particular, we consider
the special case of exponential delay where the ultimate ruin probability and asymptotics can be exactly
obtained by a power series, and this is also a simplified version of the model by Yuen, Guo and Ng (2005)
without the immediate settled claims.

The paper is organised as follows. Section 2 introduces our model setting of the delayed-claim
risk process and the underlying processes of claim arrival, delay and settlement. Section 3 derives the
asymptotics of ruin probability for the general case of delay, and in particular, exploit a well known
connection to the non-homogeneous Poisson models. For the special case of exponential delay, the Laplace
transform of non-ruin probability and the asymptotics of ruin probability are obtained in Section 4.
Section 5 derives an exact formula of ruin probability by assuming the claims are exponentially delayed
and sizes are exponentially distributed.

2 Risk Process

Consider a surplus process {X;};>¢ in continuous time on a probability space (2, F, P),

Ny
Xt:x—l—ct—ZZi, t>0,
=1

where
e x = Xy > 0 is the initial reserve at time ¢t = 0;
e ¢ > 0 is the constant rate of premium payment per time unit;
e N, is the number of cumulative settled claims within the time interval [0, ¢] and assume Ny = 0;

o {Z;}i=12,. is a sequence of independent and identically distributed positive random variables
(claims sizes), independent of Ny, with the cumulative distribution function Z(z), z > 0; the mean,

Laplace transform and tail of Z are denoted respectively by
. :/ AZ(2), Aw) :/ v dZ(z), Z(z) :/ dZ(s).
0 0 T

Assume the arrival of claims follows a Poisson process of rate p, and each of the claims will be settled
with a random delay. Loss only occurs when claims are being settled. M; is denoted as the number
of cumulative unsettled claims within the time interval [0,¢] and assume the initial number M, = 0.
{Tk}k:m,...’ {Lk}k:m,... and {Tk + Lk}k:l , are denoted as the (random) times of claim arrival,

IEERRR

delay and settlement, respectively, and hence,

M, = ) Tp <t},
k
Ny = > I{Ti+ Ly <t}
k
{Lk}kﬂ , are independent and identically distributed non-negative random variables with the cumu-

lative distribution function L. A sample path of the joint point processes of the cumulative settled and
unsettled claims (N;, My) is given by Figure 1.



The Joint Point Process of Cumulative Settled and Unsettled Claims (Nt, Mt)
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Figure 1: A Sample Path of the Joint Point Processes of Cumulative Settled and Unsettled Claims (N¢, M)

The ruin (stopping) time after time ¢ > 0 is defined by

. inf {s:s>1t X, <0},
T, =:
K inf {@} = oo, if X, >0 for all ¢;

in particular, 7; = co means ruin does not occur. We are interested in the ultimate ruin probability at
time ¢, i.e.
P(x,t) =: P {Tt* < 00| Xy = x}, (1)
or, the ultimate non-ruin probability at time t, i.e.
Pz, t) =1 —1(z,1). (2)

Note that, ¢ (x,t) defined by (1) is the ultimate ruin probability at the general time ¢ > 0, rather

than the conventionally defined ruin probability of finite-horizon time ¢.

3 Ruin with Randomly Delayed Claims

3.1 Preliminaries

The net profit condition remains the same as the classical Poisson model, i.e. ¢ > pu1,, since, obviously,

—
L(s)d
Jim Jo Lis)ds _
and
.
CE[X] . adct—p,EN] . xtct—p,p(t— [y L(s)ds)
thm — = thm . = thm " =c—ppu1, > 0.



Lundberg Fundamental Equations
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Figure 2: Lundberg Fundamental Equations

Lemma 3.1. Assume ¢ > ppi1,, we have a series of modified Lundberg fundamental equations
cw—p[l=2w)]—-3dj=0, j7=0,1,..; (3)
e for j =0, (3) has solution zero and a unique negative solution (denoted by W™ =0 and W, < 0);
o for j=1,2,..., (3) has unique positive and negative solutions (denoted by Wj‘ >0 and W < 0).

Proof. Rewrite (3) as
2(w) = 1;(w), (4)

where
l](w) :_Ew_‘_(l—i_i])? J Oa17
Note that,
dz(w) /J di;(w)
M1z, =
dw w=0 ? dw w=0 P
by the net profit condition ¢ > pu1,, we have
dZ(w) di;(w)
>
dw w=0 ow w=0

In particular, for j = 0, we have {j(0) = 2(0) = 1. Then, further by the convexity of 2(w) and the
linearity of [;(w), the uniqueness of the positive and negative solutions to (3) follows immediately. It is

more obvious by plotting (4) in Figure 2.
O

Denote the (modified) adjustment coefficients by

Rj=-W;, j=0,1,..,



note that,
0<Ry< Ry <Ry<..<Ry,

where Ry =: inf {R|2(—R) = oo}
Example 3.1. If Z ~ Exp(7), then, we have a series of the modified Lundberg fundamental equations
cw? + (ey —p—8j)w =705 =0, j=0,1,..,

with explicit solutions

L (=) £ (p+0j—cy)?+4eydj
W, = , 7=0,1,..,
2c
and
Ry = lim R; =1.
J—00

3.2 Asymptotics of Ruin Probability

By Mirasol (1963), we know that, a delayed (or displaced) Poisson process is still a (non-homogeneous)
Poisson process, see also Newell (1966) and Lawrance and Lewis (1975). According to the model setting
in Section 2, the settlement process N; hence is a non-homogeneous Poisson process with rate pL(t), and
we can obtain the asymptotics of the ruin probability as below.

Theorem 3.1. Assume ¢ > pu1, and the first, second moments of L exist, we have the asymptotics of

ruin probability

1) ~ —cRo foo L(s)ds C— Pl1y, e—Rom 0 e—Row . 0,
Y(x,t) ~e ! p [ zefordZ(z) — ¢ t ( ) -

where L(t) =: 1 — L(t).
Proof. The integro-differential equation of the ruin probability i (z,t) defined by (1) is given by

61#(8?,15) n C@iﬁéﬁ, t) L) (Ax W — 2 )dZ () + Z() — w(m,t)) =0.

By the Laplace transform

we have . A
aw(;;,t) +c (uﬂﬁ(w,t) - ¢(O,t)) — pL(t) ([1 — 3(w)] Y (w,t) — 1_T2(w)) o,
% —ep(0,8) + (cw — L) [1 = 2(w)] )ﬁ(w,t) N pL(t)lfTé(w) o .

Note that, the special case of t — oo corresponds to the classical Poisson case as L(t) — 1, i.e.

c% +p (Ax P(x — 2,00)dZ(2) + Z(z) — (=, oo)) =0,

and it is well known that the Laplace transform of the solution ) (x, c0) is given by

~ P (le - %(1”))

V00 = T 4]




Define
1-2(w)

w

- pp, - 1 s(w)|T X
d(w, t) =: GE )epﬁ B=2lL(ds 4 E(w, 1), (6)

cw— p[L - 2(w)]

where k(w, t) is the Laplace transform of a function k(z,t) and satisfies

lim k(w,t) = 0. (7)

t—oo

Plug (6) into (5), then, we have the ODE of k(w, t),

8k(autz,t) + ¢ (wh(w,t) = (0,1)) — pL(t) ([1 ~ w)] k(w,£) — 1_Tz(w))
+p (Mlz - 1_T2(w)) e’ ftm[l_ﬁ(w)]z(s)ds -0,
Ok(w, t) A

S (cw — oL A(w)] + pL(H) 1 - 2(w)]>k(w,t)

= ¢ (w(o,t) - Puclz) Tp (1 —j(w) N mz) (epﬁ“u_z(wmsms B 1) N pf(t)l_TZ(w)'

By multiplying (multiplier factor) elew—pli—2())t=r [~ Z(S)[lfé(w)]ds, we have

o0 /=~ N TN s )
(cw—p[l—2(w)])t pft L(s)[1—2(w)]ds
n (k(w, t)e e )

_ [C (b0.)— 222 1, (1 _j(w) _ mz) CRE R _HE(t)l—Té(w)}

welew=pl=2(w)t,—p [ T(s)[1-2(w)]ds

)

with the boundary condition (7), and then the solution

k(w,t) (8)
— e (cw—p=2(w)]tr [T L)1 —2(w))ds /OO e(waﬂ[lfé(w)])se—pf:o T(u)[1—2(w)]du
t

X [fc (1/)(0, s) — Puclz) _, (1 —j(w) _ mz) (epf:o[l—é(w)]f(u)du B 1) B pf(s)l_Té(w)} e,

Obviously, from Figure 2, for —Ry < w < 0, we have lo(w) > 2(w), i.e.

cw—p[l—2w)] <0, —Ry<w<D0.
Now, we discuss the three terms of I%(w, t) given by (8), respectively.

1. Tt is well known that (see Gerber (1979) and Grandel (1991)), in the classical model when the claim
settlement follows a Poisson process with a constant rate A, the ruin probability with the initial
reserve x = 0 is simply ”%)\, whereas 1(0, t) here in the first term of (8) is based on the realisation
of the rate {pL(s)},« .- Also, the cumulative function L(s) is an increasing function of s, then,
the ruin probability_wfo,t) should be greater than the case A = pL(¢) and smaller than the case
A = pL(o0) = p of the classical model, i.e.

Pz

L pL(t) < (0,) < B2

P,
C

or,

0< p’% —(0,1) < ”’%Z(t).



If the first moment of L exists, then, we have
o0 oo [ee]
/ ‘1/)(075) ~ Pzl gs < &/ L(s)ds < Py / L(s)ds < oo.
t c c t 0

c
2. For the second term of (8), if the second moment of L exists, then,

/°° —p [ 1-2(w)]E(u)du (epf:o[l—é(w)]f(u)du B 1) ds

/ P - z(w)]L(u)du) ds
< / / 1 — 2(w)] T(u)duds
o[l / / u)duds < 0.

3. For the third term of (8), if the first moment of L exists, then,

loo pL(s) ! —j}(w) ds = ,o1 — £w) loo L(s)ds < pl—Té(w) AOO L(s)ds < <.

w

Therefore, for —Ry < w < 0, we have

kE(w,t) < oo,

and

k(=Ro,t) = w}i{r}% k(w, t) = A ek (2, t)dr < oo,

hence,

k(z,t) =0 (e‘ROz) .
By the Final Value Theorem and ¢ (w, t) given by (6), we have

lim efo%y(x,t)

Tr—00

. : RQZL’
= 1})1210 why, {e P(x, t)}
= limO wip(w — Ry, t)

= 7 p (/ﬂ _ 1—2(w—RU))
_ e, [1—2(—Ro)]L(s)ds li 4 w—Ro i ];3 _Ro.t
e wanOwc(w — Rp) — p[l — 2(w — Ry)] + w6 (w 0:t)
_ pftoc[lfé(ng)]f(s)ds C— Pliy 0
N pfo zefozdZ(z) —c +
_ 6_CR0 ftoo f(s)ds C— Pl1,
pfo zefozdZ(z) —

Note that, by definition, — Ry is the solution to cw — p[1 — Z(w)] = 0, and we have

4 Ruin with Exponentially Delayed Claims

By specifying the distribution of the period of delay L, we could improve the result in Theorem 3.1

with higher order of asymptotics. Here, for instance, we consider the special case when the claims are

Rgﬂf)

exponentially delayed, in order to derive o (e_ with more details.



4.1 Laplace Transform of Non-ruin Probability

We derive the the Laplace transform of non-ruin probability in two different expressions as given by
Theorem 4.1 and Theorem 4.2, respectively, and then, they will be used to derive the asymptotics of ruin

probability.

Theorem 4.1. Assume ¢ > puy, and L ~ Exp(d), we have the Laplace transform of non-ruin probability

s c— p > Zg oTe [ﬁz((w)g})]l -
2 1) = Ye 0t [1—2(w)] z jot J 9
olw,t) =e cw—pl[l—2( +CZ€ cw—pll—2w)]—65 )’ ©)
where ¥ = &,
£—1i
ro=1- gulz, re = Z [ = ]l re, (=1,2,... (10)
i=0

Proof. If L ~ Exp(§), then, L(t) = 1 — e~%, and N, is a non-homogeneous Poisson process with rate
p —96e~% and the non-ruin probability ¢(z,t) defined by (2) satisfies the integro-differential equation

6‘?&;’ b, ca(bg;’ 2 (p— 00e™) (A o(x — 2,1)dZ(2) — é(z, t>> =0.

By the Laplace transform

gZ)(w,t) = Ew{qzﬁ(m,t)} = AOO e Tz, t)dx, (11)

we have

03(w,1)

¢ (wh(w,t) — ¢(0,)) — (p— V3~ [1 = 2(w)] d(w, 1) = 0. (12)
Define .
h(w,t) =: ¢(w, t) exp <A 69e7%% [1 — 2(w)] ds) ,

where fz(w, t) is the Laplace transform of a function h(z,t), then,

b(w,t) = h(w, t)e? (1= )I==0)] (13)
Plug (13) into (12), we have
PL) ¢ (wh(uyt) = 9(0, 107 I0N) 1= ()], t) =0, (14)
Note that, by (13), we have
bw,t) = hw,t)e (1) P (A-e7")i(w)
N e oo 9(1— —dt
= h(w7 t)e_ﬂ(l_e ) 1+ ((];>>2k(w)
k=1



where Z®*) is the k—fold convolution of the distribution Z, i.e.

then, we have

6(0,1) = h(0, t)e =)
Plug (15) into (14), we have

Oh(w, )
ot

+ (Cw —p[l = 2(w)] )B(w, t) — ce 2@ (0, t)e?e " Ew) =
This equation of iz(w, t) has a power series solution
=2 e "h;w)

=0

the Laplace transform of

=3 e, )
j=0

Since
Oh(w,t) . iset
5 = —52]6 T (w)
t 5 o —kdt k
h(0,t)ele AW = Ze—ﬂ“h ) x 3R 192 i Ol
k=0
oo 00 ~ k
=0 k=0 :
_ i —idt - [192( )]
i=0 =0 (i — J)
we have

o0 A j—¢
jgoe_jét l(—&j—l—cw—p[l—é(w)])ﬁj(w —ce ﬁZ(W)ZhZ 04 );)' —0,

then, for any j =0,1,...,

| N st & [W2(w) " _
(,51 few—pll fz(w)})hj(w) — et >;he(o)w -0,
and hence, .
. ceV2(w) 4 [195(w)]j_£

(16)

Note that, the denominator of (16) is the modified Lundberg fundamental equation given by Lemma 3.1.

By (13), we have

é(mt) _ 6—19(1— Y 1—2(w)] ( +Ze ]6th )

(17)



Note that, if ¢ — oo, it recovers the classical Poisson model. By (17), we have

p(w,00) = e NEWlh(w), (18)
Sw,0) = Y hy(w). (19)
j=0

The series of constants {h¢(0)}s=o,1,... in (16) can be obtained as follows.

For case j = 0, by (16), we have

R ce—ﬂé(w)
o(w) = cw—pll— z(w)}ho(O)'
y (15) and (18), we have
$(0,00) = h(0,00)e™? = ho(0)e™?,
7 _ i ooz e ho(0) c¢(0, 00)
Hwn00) = holwe = o pl—2@)] ~ cw—pll—H@]
Since
TILH;O ¢(x,00) = l1m0 wo(w,00) =1,
ie.
. cp(0,00)  _ c¢(0, 00) _ c9(0,00) _
W ew o[l sw)]  lmeo L (cw—pll—2@)])  c—pu,
we have
_ C— PH1g
¢(07 t) - c )
(o) = e pz), 20)
and
é(w, t) _ C— P,

cw—pll— 2(w)]’
which is exactly the Laplace transform of ultimate non-ruin probability of the classical Poisson model.
Hence, we have

7 _ O[1—2(w)] C— PH1g
ho(w) =e P R (21)

For case j = 1,2, ..., since ﬁj (w) of (16) exists at w = Wj+, we have
lim 02(“’)21” JC2C0) D =0, j=1,2,..
w*)W:_ ] — f) 9 y 4y )

or, '
i [oswH]’
Z[ : ]e]' he(0) =0, j=1,2,...
— (G-

Given the initial value ho(0) by (20), obviously, the series of constants {h¢(0)}¢=1,2,.. can be solved

uniquely and explicitly by recursion. Define the solution by

rj =: e "h;(0),

10



with the initial value ro =1 — £2p;,, and we have

N 19[1 z(w)] jfﬁ
hj(w)=cw_p[1_z _5127% j_ . i=1,2,., (22)
where
re=— [02W+]£Zr- (=1,2
(] 2 ) i 32,

Therefore, by (17), we have the Laplace transform of non-ruin probability

2(w [92(w J—t
Ceﬂ[l N ore (;7)21)1

cw—p[L— 2(w)] - 5

R st R F[1—2(w)] (C _ )
£ = —0(1—e™ ) [1-2(w)] [ € P,ulz —jé
olw,t) = e cw—p[l—2(w +Z

Remark 4.1. In particular, for ¢ = 0, we have

il [197(11))];' ¢
. 0) = e?lL—2(w)] 1z
$(w,0) = e cw — p[l—z + ch pl—z( )] — ’

and, for t = oo,

n _ C— pPl1y
o0 00) = o - )

which recovers the result of the classic Poisson model.

Alternatively, the Laplace transform of non-ruin probability can also be expressed by another power

series as below.

Theorem 4.2. Assume ¢ > pu1, and L ~ Exp(d), we have the Laplace transform of the non-ruin

probability

Slw,t) = e g;(w),

Jj=0

where {(Z)] (w)}j:o - follow the recurrence

. 1- - L )] b
PN L 7] OB/ B (e D I

ol Z@)] ) ’

. B c (1 — %ulz)

Proof. Rewrite (12) as

3(?59“;715) +c (wqg(w,t) — ¢(0,t)) —p[1 = 2(w)] g%(w,t) +p[1 = 2(w)] 6_5té(w,t) —0
This equation has a power series solution
Qg(wv t) = Z eij&(,?gj (w),
j=0

the Laplace transform of the non-ruin probability

o0

Pla,t) = e, (x).

=0

11



Note that, by setting ¢_1(w) = 0, we have

o > o
¢(({;'Z, t) = -3 Zje_]ét(bj(w)

e o(w,t) = Ze—(ﬂrl)‘”qﬁ Ze 15t¢ i—1( Ze W(b i—1(

then,
—0 i]’e—j&é )+ ¢ (w > e (w Z e % ;(0) ) p[l—2(w)] i eI (w)
i=0 =0 =
Sl 2] 30 G (w) =0,
) =

S e = 66 (w) + e (s (w) = 65(0)) = pl1 = 2(w)] by w) + p[1 — 2w)] dy-1(w)| = 0,
and then, for any 7 =0,1, ...,

~3j3(w) + ¢ (whs(w) — ¢;(0)) = p[1 = 2(w)] & (w) + p[1 = 2(w)] §;—1 (w) = 0.

Hence, we have R
() = 01(0) = p[1 — 2(w)] §j-1 (w)
¢i(w) cw—p[l—2(w)] —dj

. j=0,1,...

For the initial case j = 0, note that ¢_; (w) = 0, we have

- B céo(0)
Pl) = L= B

By the boundary condition
lim wéo(w) = lim ¢o() =1,

we have 0 0
lim wéo(w) = lim c¢01( ) = c60(0) =1,
w=0 w=0¢ — piffﬂ(w) C— Py
then,
P

¢0(0) =1— Hz

and ¢o(w) as given by (24). Since ¢;(w) exists at w = WjJr for any j =1,2,..., we have

i (e6,00) =11 = 2] d51() =0
and

65(0) = £ [L—2W)] 6 (W), G =1.2,...

Hence, we have the recurrence relation between czgj (w) and czgj_l(w) as given by (23).
O

Remark 4.2. Theorem 4.1 will be used to derive a general asymptotic formula (given by Theorem
4.8), whereas Theorem 4.2 is more useful for obtaining an exact expression in the case of exponentially
distributed claim sizes (given by Theorem 5.1).

12



4.2 Asymptotics of Ruin Probability

Theorem 4.3. Assume ¢ > pu1, and L ~ Exp(d), we have the asymptotics of the ruin probability

P(x,t) ~ Z ki(t)e BT 1 — oo, (25)
7=0
where
_eo yo-si ¢ = ppy
t) =: = , 26
T (26)
) Ye Ot [1—2(—R;)] J 95(—RIE
/ij(t) =: 6_]& Cgo Rzd7 i TZ[ : ; Rjé)]' y J= ]-721 (27)
Pl ez e 2 G0
Proof. Denote
oo
¢(xa t) = Z ¢j (xv t)a
j=0
then,
j=0
where every term ¢;(w, t) is specified by (9), i.e.
bo(w, t) = ePe s C P 28
Polnt) = e o= pll— @] >
. D DAL o
oj(w,t) = cele AW gm0t =0 G9! i=1,2 .. (29)

cw—p[l = 2(w)] =05’

Now, we discuss the asymptotics of the terms ¢o(x,t) and {¢;(z, t)}j:1 5, respectively.
For ¢¢(z,t), we have the asymptotics

1 — ¢o(x,t) ~ Ko(t)e % 2 — oo,

since by Final Value Theorem,

folt) = Jlim e (1 go(a, )
= lmwe, {efor (1= go(x,1)) }
- J;lglow<w—Ro 7Q§O(w7R07t))

= - limo wéo(w — ffo7 t)

=0t s (w—
i Gl 117
o e~ Ro) — p[— 2w — Ro)]

eﬁe"s‘[l—ﬁ(—Ro)] (

C—piiy)
%(c(w —Ro) —p[l—2(w— R(’)])

w=0
cRg Ye 5t

e v " (e=pmy)
pfo zefozdZ(z) — ¢’

For ¢;(x,t), j =1,2,..., we have the asymptotics

—di(z,t) ~ ki(t)e Tz — 0o
J ’ J ’ )

13



since, by Final Value Theorem,

Ki(t) =

Therefore,

lim eRf””(—qu(m,t))

i Rjz(_ 4.
ilglow‘cw {6 ’ ( d)_](l‘,t))}
- limo wéj(w - Rj, t)

i cete P I—2(w—R;)] p—jot zﬂ':r [ﬁé(w—Rj)]jJ
w=0 \ " e(w=R;) = p[l—2(w-R)] =6 &= " (-0
B ceﬂe*“[l_é(—Rj)]e—jét Zj:”wé(_Rj)]]ie
. . j—0)!
Lletw=R)—ph—sw-Rryl-g)| = U0
w=0
Ceﬂefét[l—é(—Rj)]e—jét zj:’r [ﬂé(—Rj)]j_e
ploszefrdz(z) —c =1 (=0

Y(a,t) =1—¢(x,t) =1— dola,t) + Z —¢;(z,1),

the result of asymptotics (25) follows immediately.

Remark 4.3. Set L(t)

Ko(t)e

=1- %567 tand t = 0 in Theorem 3.1, then, fo

Remark 4.4. We can rewrite ¢o(w, t) of (28) by

¢0(w7 t)

et 2wy 1 Po
w1 _ 1—2(w)
1 (]. po) 1, w
_ e -z 1 Zpo 1~ po)’ (1 é(w)>¢
M1, w ’

po=1-

O

s)ds = 5 and it recovers

PH1Z
-

The third term of (/Bo(w, t) above is the Laplace transform of a compound geometric distribution

where d(()i)

since 0 < pg < 1 and

S po (1= po)' d (),
1=0

(z) is the i—fold convolution of a proper density function

do(z) = i(f)
Laldo)) = 21
= im 1- 2(w) =
Loy {do(‘r)} o - 11, ul;—>0 11, M1y 1

AOO do(z)dx =

14

—Rox  the first-order asymptotics of the ruin probability obtained by Theorem 4.3. The higher

orders of asymptotics depend on the distributional property of the general distribution function L.



For, j = 0,1, ..., we can also rewrite qBj (w,t) of (29) by

¢j (w, t)
w—W;r cede P —2(w)] p—jot I [ﬁg(w)]i*f
Ccw—pll— W) =65 — (Wi —p[1—2(WH)] — 4 w— W7 G-
cw — p[l = 2(w)] = 85 — (W;" = p [1— 2(W;")] - 55) ; =
w— W+ ceve =2 e=ist I [9z(w) "
— J
- + N + Y
c(lw—W;)—p [Z(Wj ) — z(w)] w—W; —o (j—O!
B i 1 eve i—2(w)] p—jot I ; wé(w)]jfﬁ
- Wi 2w —z(w) p; —wr TG
1—(1-pj) 1—2(WF)  w-W; b v =0 ( )
DT ERO (RLL/  kd CO l<  C C)
= 3 — . X — s
2P TP T W) T w— Wy b w-w; =G0

where p; = dii;. The first term of (;ASJ- (w,t) above is the Laplace transform of a compound geometric
distribution ’ -

> i (1=p)'d (@),

i=0

where d;i)(a:) is the ¢—fold convolution of a proper density function

VVjJr Wie OO —-Witz
dj(x) = ?Wj_)e J /1 (& J dZ(Z)7
since U
0 '_1_81_Z(Wj)_ oj dj 1
<pj= c W+ - w+ - 5 + - < b
j Wi p L= 2(Wh] + 4
and

Loy {dj(x)} = ’ - ;

/ dj(z)dz = J 7
0

Note that, for a constant v, we have

Ly {e”’” /;o e_”ZdZ(z)} = M

w—v

5 Ruin with Exponentially Delayed Claims and Exponentially
Distributed Sizes

The asymptotic formula of (25) becomes exact if the claim sizes follow an exponential distribution.

Theorem 5.1. Assume ¢ > pu1,, L ~ Exp(d) and Z follows an exponential distribution, we have the

ruin probability

W, t) =y k(BB (30)
j=0



Proof. By Theorem 4.2, if Z ~ Exp(7y), then, for j = 0, we have

P

. c— £
Jo(w) = — T = (1 _ ﬁ) _ytw
cw — p’y+w cy (w + RO)w
For j =1,2,..., we have
wi oo w 3
. @i (W) = g6 (w)
pj(w) = ’ T—
CW — pp — 0]

%@jﬂ(wf)(v +w) — w;_y (w)
c(w+ Rj)(w— W)

wr oo N
W%‘—l(Wjﬂ(v + WS+ w—-W;) —we; 1 (w)
c(w+ Rj)(w — W;r)

Wjﬂ_(&j_l(W;_) — wéj_l(w) + %éj_l(w;r)(w — Wj”')
c(w+ Rj)(w — W;)

=

WEd_1(WH)—wd;_1(w) Wt oa
— ijj* : + 'y+{jVj+ ¢J’*1(WJ‘+>
- f c(lw+ Ry)
In particular, for j = 1, we observe
W+$ wit —w¢3 w wt s
b = g el | e G (W)
! P c(w+ Ry)
_ o) 3=Ro _1 Wi ot
. (1 cv) W1++1(320 wiRe T y+W, Po(W1')
P c(w+ Ry)
_R wt -
B (1 - %) V[;Yfr+1(??o + v+1§/1+ ¢o(W1")(w + Ro)
P c(w+ Ro)(w + Ry) ’
which is the Laplace transform of a linear combination of e~ and e~ 17,
In general, for j = 1,2,..., assume
. P,
¢J(w) = J ](w) ) j: 1’2’ b
CHi:o(w + Rz)
where {Pj(w)};=1,2,.. are functions of w, then,
W lfjfl(W;r) o Fim1 ()
Pj(w) w=W; VWS T, (W) +R))
a = p 1= ,
c[T_o(w+ Ry) c(w + Rj)
or,
- W+ PioaWh w—Fim1(w) N N
i— i 7—1 T—1
Pi(w) = [ (w+ Ry) 0 SO Pl W Pi-1 (W)
J - i + T i1
€i=o w = Wj v+ Wj Hz:o (W;r + R;)
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then, we have

+ Piaw)h -1 N _ _
o | Vi Ty o lw + B) —whia(w) oy gy .
Pj(w) = = F T T T [[w+ER)|, =253
¢ w=w; YW Hi:O(Wj + Ri) iz
Pi(w) = {(1’3) VR WY do(WiH) (w + Ro)
! - f ey) Wi+ Ry y+w O 0

Note that, for j =2,3,..., w = W; is one of the roots of the numerator of the first term, the denominator
w— Wj‘”' then is canceled. P;(w) is a polynomial function with degree of 1, and obviously, by the method

of induction, {P;(w)},=12,... are polynomial functions of w with maximum degree of j. Hence, for any

7 =1,2,..., we can have a partial fraction decomposition
P (w) ; 1
c[licow+R;) iz = wthu
where {bj; }i=01,... ; are all constants. Since
Ly {e M} = L i=0,1,..,j
w w + R,L, ) ) ) )

we have

For j =0, we have Ry =y — 2, and rewrite (31) as

~ P v 1 ( ’y) 1 } 1 p 1
do(w) ( cv) {Row + Ry/ w+ Ry w  eyw+ Ry’

which is the Laplace transform of

do(x)=1— P o=Roz,
cy

Then, the ruin probability 1 (x,t) is a linear combination of {e‘RJ‘”}j:O ., since

oo

oo J o)
P(x,t) =1—¢(z,t) =1 — ¢o(x) — Z e_jét%(x) = %e_RU’” - Ze‘jét Z bjie_R"x = Z Bj(t)e_Rj“”7
j=1 i=0 §=0

j=1
where {B;(t)}j=o0,1,.. are all deterministic functions of time ¢. Then, (5.1) should hold, because the

asymptotic representation given by Theorem 4.3 is also a linear combination of {e‘RJ x}j:o 1

O
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