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Abstract

In this short note we show that the method introduced by Beibel and
Lerche in [1] for solving certain optimal stopping problems for Brownian
motion can be applied as well to some optimal stopping problems involving
processes with one-sided jumps.
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1 Introduction

In [1] Beibel and Lerche proposed a method for solving certain optimal stopping
problems for a Brownian motion B. They used a change of measure to reduce
the optimal stopping problem to the problem of finding the maximum of a
(deterministic) function. One example solved in [1] is

B
stipIE L_'_J . (1)
This problem was first solved in ([5], Theorem 1) and, independently, in ([6],
Example 2). In section 10 of [5] it was suggested that it is of interest to replace
B in (1) by a stable process of index a € (1,2). In this note we show that in
some cases, the method proposed in [1] can be used as well for processes with
one-sided jumps. In particular, for a spectrally negative strictly stable process
of index a € (1,2) we solve the problem (1) in two ways : firstly by a change
of measure similar to the one used in Problem 3 in [1] and secondly by using
results from [3] about generalised Ornstein-Uhlenbeck processes.

2 Alphabolic boundaries

Denote by {X;}:+>0 a spectrally negative strictly stable process of index a €
(1,2) defined on (€2, {F;}i>0,P), a filtered probability space which satisfies the



usual conditions. We denote by P, the translation of P under which X, = =.
Without loss of generality we assume that the Laplace exponent of X is given
by () = A*. We refer to Chapter VIII in [2] and Chapter 3 in[4] for further
details about stable processes. Let 5 > 0 and define the (finite) function

(o)
H(z) =/ et Uy B=1 gy,
0

Suppose h is a function on R such that there exists some x* satisfying

h(zx)
H(x)

(2)

x* = argmax
€T

Denote by T the set of stopping times with respect to {F; }+>0. The aim of this
section is to find the optimal stopping time in

h((r+1)"YeX,
[ ) ] ®

V(z) := sup E,
TET

We have the following result.

Theorem 1. Let h be a function on R such that x* in (2) ewxists. Suppose
x < x*. The optimal stopping time in (3) is given by

™ =if{t > 0: X, = (t+ 1)/ %z*}.

Furthermore

Proof. By changing variables y = u(t + 1)~/ we find that

H((t+1)7YeX,) = / et )T X —u® aB-1 g
0
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0

Since {eyXf’yat}tZO is a martingale, it follows that {M;};>o defined by

H((t+1)"Y*Xy)

M= = @17

is a mean 1 martingale under P,. Hence for any P, stopping time 7 we have
that

h((r + 1) 7YX,
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and thus
o=inf{t > 0: (t+1)7/OX, =27}

is the optimal stopping time if we can show that P,(7* < oo) = 1 and that
E.[M.+] = 1. By the law of iterated logarithm for spectrally negative stable
processes (see Theorem 5 (ii) in [2]) we deduce that for any z < z*

P, (" < o0) =1.

Also, since H is an increasing function and since (7* + 1)~Y2X_. < z* we
deduce that for z < z* and any n € N

under P,.

We use the optional sampling theorem and bounded convergence to conclude
that

1 = lim E [M, -]

n—o0

E,[M,].

This completes the proof. O

3 Generalised Ornstein-Uhlenbeck process

Let Z be a spectrally negative Lévy Process defined on a filtered probability
space (€, {F;}¢>0,P) satisfying the usual conditions. The Laplace exponent ¢
of Z is given by
o? 0
Y(A) = ?/\2 +al+ / (M —1-— Azlyp>_1y) I(dz), X >0.

— 00

Again we refer to [2] for further details. The Generalised Ornstein-Uhlenbeck
process {Y;}¢>¢ is the solution to

dYy = —A\Y;dt +dZ;, Yy =y under Py.
Let r > 0. In this section we consider optimal stopping problems of the form

Uly) := sggEy[e’”g(Yr)l{moo}]a : (4)

where g belongs to a class of functions which is yet to be specified. Assume that
0

oc>0 or a—/ zI(dz) > Ay, (5)
—1

since otherwise the Generalised Ornstein-Uhlenbeck process never hits points
b > y with probability one (see Remark 1 in [3]). Clearly (5) is satisfied when



Z is of unbounded variation.
To simplify we also assume that

Eflog(1+ (=Z1)™)] < oo. (6)
Denote L
d(u) = X/o ¢E)v)dv.

Introduce for » > 0
G(x) = / et = o)y —1+r/Aqy,
0
and

Ny = e "'G(Yh). (7)

Theorem 1 in [3] states that under the assumptions (5) and (6) the process
{Ni}i>0 is a martingale for any r > 0. Introduce the locally equivalent measure

Q by

Q| _ N
dP, 7 G(y)
We see that (4) can be written as
9(Y7)
Uy:GysupEQ{ ITOO}.
() ()TGTy G(YT){<}

Theorem 2. Suppose g is a function on R such that g/G attains its mazimum
at y* and suppose that {Z;};>0 is a spectrally negative Lévy process satisfying
(6) and

0
o>0 or a—/ zI(dz) > A\y™.

-1
Then for any Yy =y < y* the optimal stopping time in (4) is given by
o =inf{t>0:Y, =y*}.

Furthermore

Proof. Let y < y*. It suffices to prove that ¢* is almost surely finite under P,
and Q. The first statement is contained in Theorem 2 in [3]. The proof of the
second statement is similar to the end of the proof of Theorem 1. O

Denote by Y(® the generalised Ornstein-Uhlenbeck process which has a
spectrally negative strictly stable process X (%) with index a € (1,2) as driving

Lévy process and for which A = 1/a and YO(O‘) = 0. It is not difficult to show



that e~ t/*(X(®) (et — 1)) is equal in distribution to Yt(a) (they have the same
Laplace exponent). We deduce that

supE fj—a)l‘| =supE [e*TX(O‘)(eT - 1)] =supE [e*(lf"_l)TYT(a)] .

Hence for a spectrally negative strictly stable process we can also solve (1) by
applying Theorem 2 to the case g(z) = z and r = (a — 1) /a.
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