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Abstract

This paper studies multiple structural breaks in large contemporaneous covariance matrices of high-dimensional time series satisfying an approximate factor model. The breaks in the second-order moment structure of the common components are due to sudden changes in either factor loadings or covariance of latent factors, requiring appropriate transformation of the factor models to facilitate estimation of the (transformed) common factors and factor loadings via the classical principal component analysis. With the estimated factors and idiosyncratic errors, an easy-to-implement CUSUM-based detection technique is introduced to consistently estimate the location and number of breaks and correctly identify whether they originate in the common or idiosyncratic error components. The algorithms of Wild Binary Segmentation for Covariance (WBS-Cov) and Wild Sparsified Binary Segmentation for Covariance (WSBS-Cov) are used to estimate breaks in the common and idiosyncratic error components, respectively. Under some technical conditions, the asymptotic properties of the proposed methodology are derived with near-optimal rates (up to a logarithmic factor) achieved for the estimated breaks. Monte-Carlo simulation studies are conducted to examine the finite-sample performance of the developed method and its comparison with other existing approaches. We finally apply our method to study the contemporaneous covariance structure of daily returns of S&P 500 constituents and identify a few breaks including those occurring during the 2007–2008 financial crisis and the recent coronavirus (COVID-19) outbreak. An R package “BSCOV” is provided to implement the proposed algorithms.
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1 Introduction

Estimation of covariance matrices is of fundamental importance in modern multivariate statistics, and has applications in various fields such as biology, economics, finance and social networks. Suppose that \((X_t : t = 1, \cdots, n)\) is a collection of \(n\) observations from a \(d\)-dimensional random vector with \(\mathbb{E}(X_t) = 0\) and \(\mathbb{E}(X_tX_t^\top) = \Sigma\), where 0 is a null vector whose size may change from line to line and \(\Sigma\) is a \(d \times d\) positive definite covariance matrix. When the dimension \(d\) is fixed or significantly smaller than the sample size \(n\), the population covariance matrix \(\Sigma\) can be well estimated by the conventional sample covariance matrix (c.f., Anderson, 2003):

\[
\Sigma_n = \frac{1}{n} \sum_{t=1}^{n} (X_t - \bar{X}_n) (X_t - \bar{X}_n)^\top, \quad \bar{X}_n = \frac{1}{n} \sum_{t=1}^{n} X_t. \tag{1.1}
\]

However, when \(d\) exceeds \(n\), the sample covariance matrix \(\Sigma_n\) defined in (1.1) becomes singular. Estimation of such a large covariance matrix is generally challenging and has received increasing attention in recent years. Some techniques have been introduced to regularise covariance matrices and produce reliable estimation (c.f., Wu and Pourahmadi, 2003; Bickel and Levina, 2008a,b; Lam and Fan, 2009; Rothman, Levina and Zhu, 2009; Cai and Liu, 2011; Fan, Liao and Mincheva, 2013; Huang and Fryzlewicz, 2019). A comprehensive review on large covariance matrix estimation can be found in Pourahmadi (2013), Cai, Ren and Zhou (2016) and Fan, Liao and Liu (2016). All of the aforementioned literature assumes that the large covariance matrix is a constant matrix throughout the entire course of data collection, which may be too restrictive in practical situations. Some recent papers including Chen, Xu and Wu (2013) and Chen and Leng (2016) attempt to relax this restriction and consider a large dynamic covariance matrix estimation by allowing the covariance matrix to evolve smoothly over time (or with an index variable).

The main interest of this paper is to detect and estimate multiple structural breaks in large covariance matrices, to which setting the methodology in Chen, Xu and Wu (2013) and Chen and Leng (2016) is no longer applicable. Structural breaks are very common in many areas such as economics and finance, and may occur for various reasons. If such abrupt structural changes are ignored in covariance matrix estimation, subsequent statistical analyses would lead to invalid inference and misleading conclusions. The classical Binary Segmentation (BS) technique is commonly used to detect structural breaks, and has been extensively studied since its introduction by Vostrikova (1981). For instance, in the setting of univariate mean regression models, theoretical properties, computational algorithms and relevant empirical applications of the traditional BS and its generalised version have been systematically studied by Venkatraman (1992), Bai (1997), Cho and Fryzlewicz (2012), Killick, Fearnhead and Eckley (2012), Fryzlewicz (2014, 2020) and the references therein. In recent years, there has been increasing interest in extending this technique to high-dimensional settings such as high-dimensional time series and large panel data (c.f., Cho and Fryzlewicz, 2015; Jirak, 2015; Cho, 2016; Aston and Kirch, 2018; Wang and Samworth, 2018; Wang et al, 2019; Safikhani and Shojaie, 2020). However, most of the aforementioned literature mainly considers break detection and estimation in the first-order moment structure. Aue et al (2009) use the BS method with mean-corrected
cumulative sum (CUSUM) to detect structural breaks in fixed dimensional covariance matrices, and establish the limit distributions for the test statistics and the convergence rate for the estimated break date. Korkas and Fryzlewicz (2017) detect breaks in the second-order moment structure of time series by combining the wavelet-based transformation and the univariate Wild Binary Segmentation (WBS) algorithm proposed by Fryzlewicz (2014). However, their technique is not directly applicable to our case when the size of the covariance matrix diverges to infinity as the sample size $n$ increases.

In this paper, we consider the second-order moment structure of the high-dimensional random vector $X_t$ generated by an approximate factor model, i.e.,

$$X_t = \Lambda F_t + \epsilon_t, \quad t = 1, 2, \ldots, n,$$

where $\Lambda = (\lambda_1, \ldots, \lambda_d)^\top$ is a matrix of factor loadings with $\lambda_i$ being an $r$-dimensional vector, $F_t$ is an $r$-dimensional vector of common factors, and $\epsilon_t = (\epsilon_{t1}, \ldots, \epsilon_{td})^\top$ is a $d$-dimensional vector of idiosyncratic components uncorrelated with $F_t$. The approximate factor model is very popular in economics and finance, and has become an effective tool in analysing high-dimensional time series (c.f., Chamberlain and Rothschild, 1983; Fama and French, 1992; Stock and Watson, 2002; Bai and Ng, 2002, 2006; Chen et al., 2018). Our main focus is the contemporaneous second-order moment structure, which plays a crucial role in various fields such as the classic mean-variance portfolio choice theory and risk management\(^1\). Note that

$$\Sigma = \text{Cov}(X_t) = \Lambda \text{Cov}(F_t) \Lambda^\top + \text{Cov}(\epsilon_t) = \Sigma(\Lambda, F) + \Sigma(\epsilon),$$

where $\Sigma(\epsilon)$ is the covariance matrix of the idiosyncratic components $\epsilon_t$ and $\Sigma(\Lambda, F)$ is the covariance matrix of the common components $\Lambda F_t$. In this paper, we aim to study multiple structural breaks in the covariance structure of $X_t$ generated by the approximate factor model, estimating the break points and number of breaks. Structural breaks may occur in either the covariance structure of the common components or that of the idiosyncratic components, indicating that the constant covariance structure in (1.3) is replaced by the following time-varying version:

$$\Sigma_t = \Sigma_t(\Lambda, F) + \Sigma_t(\epsilon), \quad t = 1, \ldots, n.$$

The main contributions of this paper, the fundamental novelty of the proposed methodology and its connection to some recent literature are summarised as follows.

- A transformation mechanism is introduced to convert the approximate factor model with multiple structural breaks to that with constant factor loadings, justifying applicability of the classical Principal Component Analysis (PCA) technique (c.f., Bai and Ng, 2002; Stock and Watson, 2002) to a more general model setting. Note that breaks in the second-order moment structure of the common components are due to changes in factor loadings, covariance of latent factors or factor number. This makes it

---

\(^1\)In practice, the auto-covariance structure is often less important. For example, the weak form of efficient market hypothesis implies that past information has no relationship with current market prices. The temporal dependence and the corresponding auto-covariance (or auto-correlation) structure can be treated as “nuisance”.
challenging to directly estimate the latent common factors and factor loadings via PCA. When there are multiple breaks in factor loadings, we transform the original factor model to one with time-invariant factor loadings and a time-varying covariance structure for transformed factors, and then use the PCA method to estimate the transformed factors and factor loadings, which are shown to be consistent with convergence rates comparable to those in the existing literature on PCA for approximate factor models without breaks (c.f., Bai and Ng, 2002; Fan, Liao and Mincheva, 2013). This transformation technique is also used by Han and Inoue (2015) and Baltagi, Kao and Wang (2017) to estimate and test factor models with structural instability. However, they mainly focus on a single break in the common components and assume that the covariance matrix is stable for the idiosyncratic errors. In contrast, we consider a more general setting, allowing multiple breaks in the covariance matrices of both the common and idiosyncratic components.

• With the estimated factors and idiosyncratic errors, we propose an easy-to-implement CUSUM-based detection technique to estimate the location and number of breaks and identify whether they originate in the common or idiosyncratic components. The developed CUSUM statistics are directly computed via the empirical second moments of the estimated factors and idiosyncratic errors. Based on Fryzlewicz (2014)’s WBS algorithm, we propose a Wild Binary Segmentation for Covariance (WBS-Cov) to locate multiple breaks in the common components. For breaks in the idiosyncratic error components, we introduce a Wild Sparsified Binary Segmentation algorithm for Covariance (WSBS-Cov), combining WBS-Cov and the Sparsified Binary Segmentation (SBS) proposed by Cho and Fryzlewicz (2015) in the high-dimensional mean estimation context. A recent paper by Barigozzi, Cho and Fryzlewicz (2018) combines the wavelet-based transformation and the double CUSUM technique (Cho, 2016) to estimate the break time as well as break number within the second-order moment structure. However, a disadvantage of the wavelet-based transformation on the piecewise-constant “signals”, involving selection of the wavelet filter and scale parameter, is that it could destroy the piecewise constancy and subsequently affect the estimation accuracy of the break number and location. When we only focus on a specific feature of the data, data transformation, even one-to-one transformation, would distort the interpretation of the breaks of the structure. Another recent method to deal with sparsity in high-dimensional break detection is the sparse projection introduced by Wang and Samworth (2018) but their method only detects breaks in the first-order moment structure. Wang, Yu and Rinaldo (2018) extends the BS and WBS techniques to detect multiple breaks in large covariance matrices, but they limit attention to the independent sub-Gaussian random vector and assume that the dimension may be divergent at a slow polynomial rate of \( n \). In contrast, we allow the dimension to be divergent at an exponential rate of \( n \), a typical setting in big data analysis.

• Extensive simulation studies are implemented to assess the finite-sample performance of the proposed method and its comparison with other competing methods. The simulation results show that our method has superior numerical performance in most settings, whereas the method by Barigozzi, Cho and Fryzlewicz (2018) tends to perform poorly when the number of covariance matrix entries with breaks is small relative to the matrix size. Furthermore, we apply the developed model and method to
the daily return series of S&P 500 constituent which contain 380 firms over the period from 01/01/2000 to 30/04/2020, and detect six breaks in the covariance structure of the common components and five breaks in the idiosyncratic error components. In particular, we identify the breaks occurring during the 2007–2008 global financial crisis and the recent coronavirus (COVID-19) outbreak.

The rest of the paper is organised as follows. Section 2 introduces the setting of multiple structural breaks, the PCA estimation and CUSUM-based detection methods, and the WBS-Cov and WSBS-Cov algorithms. Section 3 presents the asymptotic theory for the developed WBS-Cov and WSBS-Cov methods. Section 4 discusses some practical issues in the detection procedure. Sections 5 and 6 give the simulation studies and the empirical application, respectively. Section 7 concludes the paper. The technical assumptions are given in Appendix A and proofs of the main theoretical results are available in Appendices C–E of a supplemental document. An R package “BSCOV” for implementing the proposed methods is available from https://github.com/markov10000/BSCOV. Throughout the paper, we let \( \| \cdot \|_2 \) and \( \| \cdot \|_F \) denote the Euclidean norm of a column vector and the Frobenius norm of a matrix, respectively; let \( \text{vech}(\cdot) \) denote the half vectorisation of a symmetric matrix obtained by vectorising only the lower triangular part of the matrix; let \( \lfloor \cdot \rfloor \) denote the floor function; let \( a \lor b \) and \( a \land b \) denote \( \max\{a, b\} \) and \( \min\{a, b\} \), respectively; and let \( a_n \asymp b_n \) denote that \( a_n = O(b_n) \) and \( b_n = O(a_n) \) hold jointly.

2 Methodology

In this section, we first introduce the setting of multiple structural breaks in the contemporaneous covariance structure of both the common and idiosyncratic components, and transform the approximate factor models to construct PCA estimation of the latent common factors and factor loadings (with appropriate rotation). Using the estimated factors and idiosyncratic errors, we then introduce the CUSUM-based statistics to estimate the location and number of structural breaks as well as the WBS-Cov and WSBS-Cov algorithms.

2.1 Model structure for multiple structural breaks

We consider the following multiple structural breaks in the covariance matrix of the common components, i.e., \( \Sigma_t(\Lambda, F) \) in (1.4) is specified as

\[
\Sigma_t(\Lambda, F) = \begin{cases} 
\Sigma_0(\Lambda, F), & 1 \leq t \leq \eta_1^c, \\
\Sigma_2(\Lambda, F), & \eta_1^c + 1 \leq t \leq \eta_2^c, \\
\vdots & \\
\Sigma_{k_1 + 1}(\Lambda, F), & \eta_{k_1}^c + 1 \leq t \leq n,
\end{cases}
\]  

(2.1)

where \( \Sigma_k(\Lambda, F) \neq \Sigma_{k+1}(\Lambda, F) \) for \( k = 1, \cdots, k_1 \), and \( \eta_1^c, \cdots, \eta_{k_1}^c \) are unobservable breaks with the superscript “c” denoting the “common component”. For convenience, we let \( \eta_0^c = 0 \) and \( \eta_{k_1+1}^c = n \). The above structural breaks may be caused by either or a combination of
• Case (i): sudden changes in the factor loadings;
• Case (ii): sudden changes in the covariance matrix for common factors;
• Case (iii): sudden changes in the number of factors.

Let \( \Lambda_0^k \) be a \( d \times r_k \) factor loading matrix and \( F_{t,k} \) be the corresponding factor vector with dimension \( r_k \) when \( \eta_{k-1}^c + 1 \leq t \leq \eta_k^c \), and write the approximate factor model as

\[
X_t = \Lambda_0^k F_{t,k} + \epsilon_t, \quad \eta_{k-1}^c + 1 \leq t \leq \eta_k^c.
\]  

(2.2)

Letting \( \Sigma_0^k(\Lambda, F) = \Lambda_0^k \text{Cov}(F_{t,k}) (\Lambda_0^k)^\top \)\), the structural break structure (2.1) can be equivalently written as

\[
\Sigma_t(\Lambda, F) = \begin{cases}
\Lambda_0^1 \text{Cov}(F_{t,1}) (\Lambda_0^1)^\top, & 1 \leq t \leq \eta_1^c, \\
\Lambda_0^2 \text{Cov}(F_{t,2}) (\Lambda_0^2)^\top, & \eta_1^c + 1 \leq t \leq \eta_2^c, \\
& \vdots \\
\Lambda_0^{K_{k-1}} \text{Cov}(F_{t,K_{k-1}}) (\Lambda_0^{K_{k-1}})^\top, & \eta_{K_{k-1}}^c + 1 \leq t \leq n.
\end{cases}
\]  

(2.3)

Note that, although \( \Sigma_0^k(\Lambda, F) \neq \Sigma_0^{k+1}(\Lambda, F) \) for \( k = 1, \ldots, K_1, \Lambda_0^k \) may be the same as \( \Lambda_0^{K_{k+1}} \) (when case (i) does not occur at the break time). It is worthwhile to point out that case (i) is similar to the approximate factor model with structural breaks, see, for example, Breitung and Eickmeier (2011), Chen, Dolado and Gonzalo (2014), Han and Inoue (2015), Cheng, Liao and Schorfheide (2016) and Baltagi, Kao and Wang (2017). However, the aforementioned papers consider the case of a single structural break in the factor loadings and usually assume that the covariance of the idiosyncratic error components is time invariant. Ma and Su (2018) consider detecting and estimating multiple structural breaks in the factor loadings with a three-step procedure using the adaptive fused group Lasso. Case (iii) is an important type of structure break in the factor model, which has received much attention in recent years (c.f., Baltagi, Kao and Wang, 2017; Barigozzi, Cho and Fryzlewicz, 2018; Li et al, 2019). Section 2.2 below will give a unified factor model framework covering cases (i)–(iii) which facilitates the construction of PCA estimation, and then proceed to introduce the relevant CUSUM statistics in Section 2.3 to detect the multiple structural breaks in the common component.

The structural breaks in the covariance matrix of the error components are specified as follows

\[
\Sigma_t(\epsilon) = \begin{cases}
\Sigma_1^0(\epsilon), & 1 \leq t \leq \eta_1^e, \\
\Sigma_2^0(\epsilon), & \eta_1^e + 1 \leq t \leq \eta_2^e, \\
& \vdots \\
\Sigma_{K_2+1}^0(\epsilon), & \eta_{K_2}^e + 1 \leq t \leq n,
\end{cases}
\]  

(2.4)

and \( \Sigma_k^0(\epsilon) \neq \Sigma_{k+1}^0(\epsilon) \) for \( k = 1, \ldots, K_2 \), where \( \eta_1^e, \ldots, \eta_{K_2}^e \) are unobservable breaks with the superscript “\( e \)” denoting the “idiosyncratic error component”. For convenience, we let \( \eta_0^e = 0 \) and \( \eta_{K_2+1}^e = n \).

Combining breaks from the above two different sources (2.3) and (2.4), we define the full set of breaks
for the covariance structure of $X_t$ as

$$B = B^c \cup B^e \quad \text{with} \quad B^c = \{\eta^c_1, \ldots, \eta^c_{K_1}\} \quad \text{and} \quad B^e = \{\eta^e_1, \ldots, \eta^e_{K_2}\}. \quad (2.5)$$

In this paper, we assume that the minimum length of the sub-intervals separated by $\eta^c_k$ is of order $n$, see Assumption 4(ii) in Appendix A. Such a restriction is mainly to ensure that the PCA method is applicable to estimate the latent factors and factor loadings. In contrast, the minimum length of the sub-intervals separated by $\eta^e_k$ is allowed to be of order smaller than $n$, see Assumption 4(iii). We do not impose any restriction on how the break points in $B^c$ and those in $B^e$ are located with respect to each other.

### 2.2 Transformed factor models and PCA estimation

Although the multiple structural breaks formulated in (2.1) and (2.3) may be caused by either or a combination of cases (i)–(iii) described in Section 2.1, we next show that multiple structural breaks in the factor loadings and factor number can be transformed to breaks in the factor covariance structure.

**Proposition 2.1.** The approximate factor model (2.2) can be equivalently written as a transformed factor model like

$$X_t = \Lambda^* F^*_t + \epsilon_t, \quad t = 1, \ldots, n, \quad (2.6)$$

where $\Lambda^*$ denotes the transformed factor loading matrix which is time invariant, and $F^*_t$ denotes the transformed factors. In addition, the number of factors in the original factor model and that in the transformed factor model, satisfy the following inequalities,

$$\max_{1 \leq k \leq K_1 + 1} r_k \leq q_0 \leq \sum_{k=1}^{K_1+1} r_k \leq \sum_{k=1}^{K_1+1} r_k, \quad (2.7)$$

where $q_0$ is the number of transformed factors, $r_k$ is the column rank of $\Lambda^0_k$ and $r_k$ is the number of original factors $F_{t,k}$ when $\eta^c_{k-1} + 1 \leq t \leq \eta^c_k$.

Note that construction of $\Lambda^*$ in the transformation mechanism is not unique due to the factor model identification issue. When each of $\Lambda^0_k$ is of full column rank, we have $r_k = r_k$, and consequently the inequalities in (2.7) would be simplified to

$$\max_{1 \leq k \leq K_1+1} r_k \leq q_0 \leq \sum_{k=1}^{K_1+1} r_k.$$

The upper bound for $q_0$ can be achieved if $\Lambda^0_k, k = 1, \ldots, K_1 + 1$, are linearly independent. Proposition 3.1 in Section 3.1 below will further explore the limiting behavior of $\frac{1}{n} \sum_{t=1}^{n} F^*_t F^*_t$ as $n \to \infty$, which is crucial to application of the classic PCA method to estimate the transformed factors and factor loadings. Through the above transformation, we may construct the CUSUM statistic using the estimated transformed factors for all of cases (i)–(iii) discussed in Section 2.1.

As the common factors are latent, we have to obtain their estimates (subject to appropriate rotation)
in practice. By Proposition 2.1, we consider the transformed factor model like (2.6) with time-invariant factor loadings, and apply the PCA estimation technique. Let \( X_n = (X_1, \cdots, X_n) \) be an \( n \times d \) matrix of observations. For the time being, we assume that the number of transformed factors \( q_0 \) is known, and will discuss how to determine it later in this subsection. The algorithm for PCA estimation is given as follows.

**Algorithm 1**  
**Standard PCA**  
**Input:** \( X_n, q_0 \)

1. Let \( \hat{F}_n = (\hat{F}_1, \cdots, \hat{F}_n) \) be the \( n \times q_0 \) matrix consisting of the \( q_0 \) eigenvectors (multiplied by \( \sqrt{n} \)) corresponding to the \( q_0 \) largest eigenvalues of \( X_n X_n'/(nd) \).
2. The transformed factor loading matrix is estimated as \( \hat{\Lambda}_n = X_n \hat{F}_n / n =: (\hat{\lambda}_1, \cdots, \hat{\lambda}_d) \). (2.8)
3. The idiosyncratic component \( \epsilon_t \) is approximated by \( \hat{\epsilon}_t = X_t - \hat{\Lambda}_n \hat{F}_t =: (\hat{\epsilon}_{t1}, \cdots, \hat{\epsilon}_{td}) \) with \( \hat{\epsilon}_{tj} = X_{tj} - \hat{\lambda}_j \hat{F}_t, 1 \leq j \leq d \), (2.9)

where \( X_{tj} \) is the \( j \)-th element of \( X_t \).

**Output:** \( \hat{F}_t, \hat{\epsilon}_t \) for \( t = 1, \cdots, n \)

The estimated factors \( \hat{F}_t \) as well as the estimated idiosyncratic errors \( \hat{\epsilon}_t \) will be used to construct the CUSUM statistics in Sections 2.3 and 2.4 below.

A key issue in the PCA estimation is to appropriately choose the number of latent factors. As the above PCA method focuses on the transformed factor model, our aim is to estimate the number of transformed factors rather than that of the original ones. In general, the number of transformed factors \( q_0 \) could be much larger than maximum of \( r_k \) (or \( r_k \)) over \( k = 1 \cdots, K_1 + 1 \). However, when both \( (r_k, k = 1 \cdots, K_1 + 1) \) and \( K_1 \) are assumed to be fixed, from (2.7) in Proposition 2.1, we have the true number of transformed factors to be upper bounded by a finite positive integer denoted by \( Q \). Although accurate estimation of the factor number may be difficult in practice, slight over-estimation of the (transformed) factor number may be not risky in break detection (c.f., Barigozzi, Cho and Fryzlewicz, 2018). Some existing criteria developed for stable factor models can be applied to the transformed factor model (2.6) to obtain a consistent estimate of \( q_0 \). In this paper, we use a commonly-used information criterion proposed by Bai and Ng (2002).

For any \( 1 \leq q \leq Q \), we let \( \hat{F}_n(q) = \left( \hat{F}_1(q), \cdots, \hat{F}_n(q) \right)' \) be the estimated factors obtained in Algorithm 1 replacing \( q_0 \) by \( q \). Define

\[
V_n(q) = \min_{\Lambda(q)} \frac{1}{nd} \sum_{j=1}^{d} \sum_{t=1}^{n} \left[ X_{tj} - \lambda_j(q) \hat{F}_t(q) \right]^2
= \min_{\Lambda(q)} \frac{1}{nd} \sum_{t=1}^{n} \left[ X_t - \Lambda(q) \hat{F}_t(q) \right]' \left[ X_t - \Lambda(q) \hat{F}_t(q) \right]
\]
\[
= \sum_{j=q+1}^{d} \mu_j \left( \bar{x}_n \bar{x}_n^\top / (nd) \right),
\]
(2.10)

where \( \Lambda(q) = [\lambda_1(q), \cdots, \lambda_d(q)]^\top \) is a \( d \times q \) factor loading matrix and \( \mu_j(\cdot) \) denotes the \( j \)-th largest eigenvalue.

Consequently, we can choose the following objective function:

\[
\text{IC}(q) = \log \left[ V_n(q) \right] + q \cdot \left( \frac{n + d}{nd} \right) \log(n \wedge d),
\]
(2.11)

and obtain the estimate \( \hat{q} \) via

\[
\hat{q} = \arg \min_{0 \leq q \leq Q} \text{IC}(q),
\]
(2.12)

where the common components disappear when \( q = 0 \). Alternative IC functions with different penalty terms in (2.11) can be found in Bai and Ng (2002) and in Alessi, Barigozzi and Capasso (2010) for the case of large idiosyncratic disturbances. With the asymptotic results given in Theorem 2 of Bai and Ng (2002), we may show that \( \hat{q} \) is a consistent estimator of the true number \( q_0 \), indicating that \( \hat{q} = q_0 \) whose probability converges to one as the sample size increases. It is possible to avoid precisely estimating the factor number by following Barigozzi, Cho and Fryzlewicz (2018)’s method, multiplying the estimated factors and factor loadings to obtain the estimated common components. However, this would lead to a high-dimensional break detection for the common components. In Appendix F of the supplemental document, we report the small-sample performance of the estimate \( \hat{q} \) defined in (2.12) and further compare it with other commonly-used methods.

**2.3 Break detection in the common components**

We start with the Binary Segmentation for Covariance (BS-Cov) technique to detect breaks in the common components and then introduce the WBS-Cov algorithm. As breaks in the factor loadings and factor number can be transformed to those in the covariance of transformed factors after re-formulating the approximate factor model to the one with time-invariant factor loadings, we next define a CUSUM statistic using the estimated factors \( \hat{F}_t \). For \( 1 \leq l \leq s < u \leq n \), define

\[
C_{l,u}^\hat{F}(s) = \sqrt{\frac{(s - l + 1)(u - s)}{u - l + 1}} \left[ \frac{1}{s - l + 1} \sum_{t=l}^{s} \text{vech} \left( \hat{F}_t \hat{F}_t^\top \right) - \frac{1}{u - s} \sum_{t=s+1}^{u} \text{vech} \left( \hat{F}_t \hat{F}_t^\top \right) \right],
\]
(2.13)

which is a column vector with dimension \( q_0(q_0 + 1)/2 \). Maximising \( \| C_{l,u}^\hat{F}(s) \|_2 \) with respect to \( s \), we obtain

\[
\hat{\eta}^c_{l} = \arg \max_{l \leq s < u} \| C_{l,u}^\hat{F}(s) \|_2,
\]
(2.14)

the first candidate break point (which is not necessarily the estimate of the first break time point \( \eta^*_c \)). If the quantity \( \| C_{l,u}^\hat{F}(\hat{\eta}^c_{l}) \|_2 \) exceeds certain threshold, say \( \xi^c_n \), we split the closed interval \([l, u]\) into two sub-
intervals: $[l, \tilde{\eta}^c_1]$ and $[\tilde{\eta}^c_1 + 1, u]$. Then, letting $(l, u) = (l, \tilde{\eta}^c_1)$ or $(l, u) = (\tilde{\eta}^c_1 + 1, u)$, we compute $C_{l,u}^F(s)$ with $s$ in either of the two sub-intervals, maximise $\left\| C_{l,u}^F(s) \right\|_2$ with respect to $s$, estimate the next candidate break points, and examine whether a further split is needed. We continue this procedure until no more split is possible. In the above BS-Cov, we use the $l_2$-type aggregation of the CUSUM quantities. Alternatively, we may use different norms in the aggregation such as the $l_1$-norm and $l_{\infty}$-norm. It may be also possible to consider a weighted aggregation and seek an optimal projection direction as recommended by Wang and Samworth (2018). However, it is not clear how to implement the optimal direction method in a computationally efficient way for break detection in our model setting, so we do not pursue it in the present paper. In Example 5.1, we compare numerical performance among different types of aggregation on the CUSUM quantities and find that the $l_2$-type aggregation produces the most accurate detection result.

In order to accurately estimate the break time and delete possible spurious spikes in the CUSUM statistics, instead of using BS-Cov, we next extend the WBS algorithm introduced by Fryzlewicz (2014) to detect the multiple structural breaks in the common components. Let $\hat{\eta}^c_1, \cdots, \hat{\eta}^c_{K_1}$ be the estimated break points (arranged in an increasing order) and $\hat{K}_1$ be the estimate of the unknown break number $K_1$ obtained in the following WBS-Cov algorithm.

**Algorithm 2** WBS-Cov algorithm

**Input:** $\xi_n^c$, $M_n^c$, $\hat{F}_t$, $t = 1, \cdots, n$

- generate random intervals $[l_m, u_m]$ within $[1, n]$ for $m = 1, \cdots, M_n^c$
- set $W^c = \{[1, n]\}$ and $\hat{B}^c = \emptyset$

while $W^c \neq \emptyset$ do
  take an element from $W^c$ and denote it as $[l, u]$
  $M_{l,u}^c = \{m : [l_m, u_m] \subset [l, u]\}$
  $(m_0^c, s_0^c) = \arg\max_{m \in M_{l,u}^c, l_m \leq s < u_m} \left\| C_{l,u}^F(s) \right\|_2$
  if $\left\| C_{l_0^c,u_0^c}(s_0^c) \right\|_2 > \xi_m^c$ then
    add $s_0^c$ to $\hat{B}^c$
    add $[l, s_0^c]$ and $[s_0^c + 1, u]$ to $W^c$
  end if
end while

Output: $\hat{B}^c$

A discussion on selection of the threshold $\xi_n^c$ can be found in Section 4. The method to draw random intervals in the WBS-Cov algorithm is the same as that in Fryzlewicz (2014) (see also Section 4). Fryzlewicz (2020) provides an alternative recursive method of drawing random intervals in the WBS algorithm. In general, the intervals drawn in Algorithm 2 do not have to be random but taken over a fixed grid.
2.4 Break detection in the idiosyncratic components

We next turn to detection of multiple structural breaks in the covariance structure of the idiosyncratic vector, which is much more challenging as the dimension involved can be ultra large and \( \varepsilon_t \) is unobservable. In the existing literature, to obtain reliable estimation of ultra-high dimensional covariance matrices (without breaks), it is often common to impose certain sparsity condition, limiting the number of non-zero entries. Consequently, the thresholding or other generalised shrinkage methods (Bickel and Levina, 2008a; Rothman, Levina and Zhu, 2009; Cai and Liu, 2011) have been developed to estimate high-dimensional covariance matrices. A similar thresholding technique is also introduced by Cho and Fryzlewicz (2015) to detect multiple structural breaks in high-dimensional time series setting. We next generalise the latter to detect breaks in the large covariance structure of the idiosyncratic error vector, using the approximation of \( \varepsilon_t \) obtained in the PCA algorithm. Define the normalised CUSUM-type statistic using \( \hat{\varepsilon}_{tj} \) defined in (2.9):

\[
\hat{c}_{t,u}^{\hat{\varepsilon},\hat{\sigma}}(s;i,j) = \frac{1}{\hat{\sigma}_{t,u}(i,j)} \sqrt{(s - l + 1)(u - s)} \left( \frac{1}{s - l + 1} \sum_{t=l}^{s} \hat{\varepsilon}_{tj} - \frac{1}{u - s} \sum_{t=s+1}^{u} \hat{\varepsilon}_{tj} \right)
\]

for \( 1 \leq l \leq s < u \leq n \) and \( 1 \leq i, j \leq d \), where \( \hat{\sigma}_{t,u}(i,j) \) is a properly chosen scaling factor. The value of the scaling factor depends on both the time interval \([l, u] \) and the index pair \((i, j)\). The scaling factors ensure that we can choose a common threshold for each index pair. Note that the scaling factor is not needed for the CUSUM statistic (2.13) to detect breaks in the common components since the estimated factors have been normalised. We choose \( \hat{\sigma}_{t,u}(i,j) \) as the differential error median absolute deviation using \( \hat{\varepsilon}_{tj} \), whose detailed construction is given in Section 4. To derive the consistency result for break detection, we assume that the random scaling factors are uniformly bounded away from zero and infinity over \( 1 \leq i, j \leq d \) and \( 1 \leq l < u \leq n \) with probability tending to one (see Assumption 5 in Appendix A). As the dimension \( d \to \infty \) and might be much larger than the sample size \( n \) (see Assumption 4(i)), a direct aggregation of the CUSUM statistics \( \hat{c}_{t,u}^{\hat{\varepsilon},\hat{\sigma}}(s;i,j) \) over \( i \) and \( j \) might not perform well in detecting the breaks in particular when the sparsity condition is imposed. Hence, we compare \( \hat{c}_{t,u}^{\hat{\varepsilon},\hat{\sigma}}(s;i,j) \) with a thresholding parameter, say \( \xi_n^e \), and delete the index pair \((i,j)\) when \( \max_{l \leq t < u} \left| \hat{c}_{t,u}^{\hat{\varepsilon},\hat{\sigma}}(t;i,j) \right| < \xi_n^e \). For \( m \in M_{t,u}^e \) (to be defined in Algorithm 3) such that \([l_m, u_m]\) is a random sub-interval of \([l, u]\), we define

\[
\hat{C}_{l_m,u_m}^{\hat{\varepsilon}}(s) = \sum_{l=1}^{d} \sum_{j=1}^{d} \left| \hat{c}_{l_m,u_m}^{\hat{\varepsilon},\hat{\sigma}}(s;i,j) \right|^2 \mathbb{I} \left( \max_{l \leq t < u} \left| \hat{c}_{t,u}^{\hat{\varepsilon},\hat{\sigma}}(t;i,j) \right| > \xi_n^e \right),
\]

where \( \mathbb{I}(\cdot) \) is an indicator function. It is easy to see that the truncation component in (2.16) is independent of the random sub-intervals \([l_m, u_m]\). Therefore, if \( \max_{l \leq t < u} \left| \hat{c}_{t,u}^{\hat{\varepsilon},\hat{\sigma}}(t;i,j) \right| < \xi_n^e \), we have \( \hat{C}_{l_m,u_m}^{\hat{\varepsilon}}(s) = 0 \), and the algorithm will no longer search for breaks within the interval \([l, u]\) for the index pair \((i, j)\). The main difference between our method and that in Cho and Fryzlewicz (2015) is that they sparsify the classical Binary Segmentation to locate the break points and estimate the break number, whereas we combine the sparsified CUSUM quantity with the WBS-Cov algorithm introduced as in Section 2.3. Thus we call the proposed algorithm as the Wild Sparsified Binary Segmentation for Covariance or WSBS-Cov. The detailed
algorithm is given as follows.

**Algorithm 3 WSBS-Cov algorithm**

**Input:** $\xi_n^e, M_n^e, \tilde{e}_t, t = 1, \ldots, n$

- generate random intervals $[l_m, u_m]$ within $[1, n]$ for $m = 1, \ldots, M_n^e$
- set $W^e = \{[1, n]\}$ and $\hat{B}^e = \emptyset$

while $W^e \neq \emptyset$ do
  - take an element from $W^e$ and denote it as $[l, u]$
  - $M_{l,u}^c = \{m : [l_m, u_m] \subset [l, u]\}$
  - $(m_0^c, s_0^c) = \arg \max_{m \in M_{l,u}^c} C_{l_m,u_m}^e(s)$
  - if $C_{l_m,u_m}^e(s_0^c) > 0$ then
    - add $s_0^c$ to $\hat{B}^e$
    - add $[l, s_0^c]$ and $[s_0^c + 1, u]$ to $W^e$
  - end if
end while

**Output:** $\hat{B}^e$

Note that the sparsified CUSUM statistic $C_{l_m,u_m}^e(s)$ cannot take any value between 0 and $(\xi_n^e)^2$ and

$$C_{l_m,u_m}^e(s_0^c) > 0 \iff C_{l_m,u_m}^e(s_0^c) > (\xi_n^e)^2.$$ 

The thresholding parameter $\xi_n^e$ in WSBS-Cov plays a similar role to $\xi_n^c$ in WBS-Cov. With the WSBS-Cov algorithm, we obtain the estimated break points denoted by $\hat{\eta}_1^e, \ldots, \hat{\eta}_{K_2}^e$ (arranged in an increasing order), where $\hat{K}_2$ is the estimate of the break number $K_2$. Finally, the set of breaks $\hat{B}$ defined in (2.5) is estimated as

$$\hat{B} = \hat{B}^c \cup \hat{B}^e, \quad \hat{B}^c = \{\hat{\eta}_1^c, \ldots, \hat{\eta}_{K_1}^c\} \quad \text{and} \quad \hat{B}^e = \{\hat{\eta}_1^e, \ldots, \hat{\eta}_{K_2}^e\}.$$ (2.17)

### 3 Large-sample theory

In this section we establish the large-sample theory for the methods proposed in Section 2 under some technical assumptions listed in Appendix A. The asymptotic properties for the WBS-Cov and WSBS-Cov methods are given in Sections 3.1 and 3.2, respectively.

#### 3.1 Asymptotic theory of WBS-Cov for the common components

We start with the following proposition on some fundamental properties for the transformed factors $F_t^c$ and factor loadings $\Lambda^c$ in (2.6).

**Proposition 3.1.** Suppose that Assumption 2 in Appendix A is satisfied and let $\kappa_n^c = \min_{1 \leq k \leq K_1 + 1}(\eta_k^c - \eta_{k-1}^c)$. The transformed factor loading matrix $\Lambda^c$ is of full column rank and the transformed factors $F_t^c$ satisfy that
\[ \| \sum_{t=1}^{n} F_t^* F_t^{*\top} \|_F = O_P(n) \text{ when } \kappa_n^c \to \infty. \]
If, in addition, \( \kappa_n^c \asymp n \), there exists a \( q_0 \times q_0 \) positive definite matrix \( \Sigma_F \) such that
\[
\frac{1}{n} \sum_{t=1}^{n} F_t^* F_t^{*\top} \xrightarrow{p} \Sigma_F \text{ as } n \to \infty. \quad (3.1)
\]

The above proposition shows that the sample second-order moment of the transformed factors converges in probability under some regularity conditions in Assumption 2. The convergence result (3.1) is sometimes given directly as a high-level condition in the literature (e.g., Assumption A1 in Ma and Su, 2018). The restriction \( \kappa_n^c \asymp n \) is crucial to ensure positive definiteness of \( \Sigma_F \). If the order of the minimum distance between breaks is smaller than \( n \), the limit matrix \( \Sigma_F \) may be singular.

We next study the asymptotic theory for the WBS-Cov algorithm in Section 2.3 to detect breaks in the common components. Define an infeasible CUSUM statistic using the latent transformed factors:
\[
C^{	ext{HF}^*}_{l,u}(s) = \sqrt{\frac{(s-l+1)(u-s)}{u-l+1}} \left[ \frac{1}{s-l+1} \sum_{t=1}^{s} \text{vech} \left( HF_t^* F_t^{*\top} H^\top \right) - \frac{1}{u-s} \sum_{t=s+1}^{u} \text{vech} \left( HF_t^* F_t^{*\top} H^\top \right) \right], \quad (3.2)
\]
and \( H \) is a \( q_0 \times q_0 \) rotation matrix defined by
\[
H = \Omega_{q_0}^{-1} \left( \frac{1}{n} \sum_{t=1}^{n} \hat{F}_t F_t^{*\top} \right) \left( \frac{1}{d} \sum_{j=1}^{d} \lambda_j^* \lambda_j^{*\top} \right), \quad (3.3)
\]
in which \( \Omega_{q_0} \) is a \( q_0 \times q_0 \) diagonal matrix with the diagonal elements being the first \( q_0 \) largest eigenvalues of \( X_n X_n^\top / (nd) \) arranged in a descending order, and \( \Lambda^* = (\lambda_1^*, \cdots, \lambda_d^*)^\top \) with \( \lambda_j^* \) being a \( q_0 \)-dimensional vector of transformed factor loadings.

**Proposition 3.2.** Suppose that Assumptions 1–3 and 4(i) in Appendix A are satisfied. If \( \kappa_n^c \asymp n \), then we have
\[
\max_{(l,u): 1 \leq l < u \leq n} \max_{1 \leq s \leq u} \| C^\text{HF}^*_{l,u}(s) - C^\text{HF}^*_{l,u}(s) \|_2 = O_P(1). \quad (3.4)
\]

Proposition 3.2 above plays a crucial role in our proofs, indicating that the CUSUM statistic \( C^\text{HF}^*_{l,u}(s) \) can be replaced by the infeasible CUSUM statistic \( C^\text{HF}^*_{l,u}(s) \) in the asymptotic analysis. The following theorem establishes the convergence result for the estimates of break points and break number in the covariance structure of the common components.

**Theorem 3.1.** Suppose that Assumptions 1–3 and 4(i)(ii) in Appendix A are satisfied, and there exist two positive constants \( c_1 \) and \( \bar{c}_1 \) such that the threshold \( \xi_n^c \) satisfies
\[
c_1 \log^2 n \leq \xi_n^c \leq \bar{c}_1 (\kappa_n^c \omega_n^c)^{1/2}, \quad (3.5)
\]
where \( \kappa_n^c \) is defined in Proposition 3.1 and \( \omega_n^c \) denotes the minimum break size (in the common components) defined
in Assumption 4(ii). Then there exists a positive constant \( \tau^c \) such that

\[
P \left( \hat{K}_1 = K_1; \max_{1 \leq k \leq K_1} |\hat{\eta}^c_k - \eta^c_k| < \tau^c \varphi^c_n \right) \to 1, \tag{3.6}
\]

where \( \varphi^c_n = \log^4 n/\omega^c_n \).

**Remark 3.1.** The convergence result (3.6) shows that the proposed estimator of the break points in the common components via the WBS-Cov algorithm in Section 2.3 has the approximation rate of \( \varphi^c_n = \log^4 n/\omega^c_n \), which can be further simplified to the rate of \( \log^4 n \) if the minimum break size \( \omega^c_n \) is larger than a small positive constant. This rate is nearly optimal up to a fourth-order logarithmic rate. Note that our approximation rate is slightly slower than that in Theorem 3.2 of Fryzlewicz (2014) as we remove the Gaussian assumption on the observations and further allow temporal dependence in the data over time.

### 3.2 Asymptotic theory of the WSBS-Cov for the idiosyncratic components

We next present the asymptotic theory of structural break estimation in the idiosyncratic error components. Similarly to that in Section 3.1, we define the following infeasible CUSUM-type statistics using the unobservable \( \epsilon_{tj} \),

\[
c^\epsilon_l\sigma(s; i, j) = \frac{1}{\hat{\sigma}_{l\epsilon}(i, j)} \sqrt{\frac{(s-l+1)(u-s)}{(u-l+1)}} \left( \frac{1}{s-l+1} \sum_{t=l}^{s} \epsilon_{tl} \epsilon_{tj} - \frac{1}{u-s} \sum_{t=s+1}^{u} \epsilon_{tl} \epsilon_{tj} \right) \tag{3.7}
\]

for \( 1 \leq l \leq s < u \leq n \) and \( 1 \leq i, j \leq d \), where \( \hat{\sigma}_{l\epsilon}(i, j) \) is defined as in (2.15), and

\[
C^\epsilon_{l,m,um}(s) = \sum_{i=1}^{d} \sum_{j=1}^{d} \left| c^\epsilon_{l,m,um}(s; i, j) \right|^2 \mathbb{I} \left( \max_{1 \leq l < u} \left| c^\epsilon_{l,\epsilon}(t; i, j) \right| > \xi^e_n \right) \tag{3.8}
\]

for \( m \in M^e_{l,\epsilon, u} \).

**Proposition 3.3.** Suppose that Assumptions 1–3, 4(i) and 5 in Appendix A are satisfied. If \( \kappa^c_n \asymp n \), then we have

\[
\max_{(i, j)} \max_{1 \leq l \leq d} \max_{1 \leq u < n} \left| c^\epsilon_{l,\epsilon}(s; i, j) - c^\epsilon_{l,\epsilon}(s; i, j) \right| = O_P \left( \sqrt{(\log d)(\log n)} \right). \tag{3.9}
\]

Proposition 3.3 above plays a crucial role in our asymptotic analysis, indicating that the CUSUM statistics \( c^\epsilon_{l,\epsilon}(s; i, j) \) can be replaced by the infeasible ones \( c^\epsilon_{l,\epsilon}(s; i, j) \) which are much easier to handle in the proofs. The following theorem establishes the convergence result for the estimates of the break points and break number in the covariance structure of the idiosyncratic components.

**Theorem 3.2.** Suppose that Assumptions 1–3, 4(iii) and 5 in Appendix A are satisfied, \( \kappa^c_n \asymp n \), and there exist...
two positive constants $c_1$ and $c_2$ such that

$$c_2 \log^2(dn) \leq \xi_n^c \leq c_2 (\kappa_n^c / n) \cdot (\kappa_n^c \sigma_n^c)^{1/2},$$

where $\kappa_n^c = \min_{1 \leq k \leq K+1} (\eta_n^c - \eta_n^{c,k-1})$ and $\omega_n^c$ denotes the minimum break size (in the idiosyncratic components) defined in Assumption 4(iii). Then there exists a positive constant $\iota^c$ such that

$$P \left( \bar{K}_2 = K_2; \max_{1 \leq k \leq K_2} |\hat{\eta}_k^e - \eta_k^e| < \iota^c \phi_{n,d}^e \right) \to 1,$$

where $\phi_{n,d}^e = \left( n / \kappa_n^c \right)^2 \left[ \log^4(nd) / \omega_n^c \right]$.

Remark 3.2. The rate in (3.11) relies on both $n$ and $d$, making it substantially different from the convergence result in Theorem 3.1. If the dimension diverges to infinity at a polynomial rate of $n$ (Barigozzi, Cho and Fryzlewicz, 2018) and assume $\kappa_n^c \asymp n$, the rate $\phi_{n,d}^e$ becomes $\log^4 n / \omega_n^c$, slightly faster than that obtained in Theorem 3 of Barigozzi, Cho and Fryzlewicz (2018) when the breaks are sparse in covariance of the idiosyncratic errors.

4 Practical issues in the detection procedure

In this section, we first extend the so-called Strengthened Schwarz Information Criterion (SSIC) to our model setting to determine the number of breaks, and then discuss the choice of the random scaling quantity $\eta_{1,1}(i, j)$ in (2.15) and the thresholding parameter $\xi_n^c$ in the WSBS-Cov.

The SSIC is proposed by Fryzlewicz (2014) in the context of univariate WBS, and some substantial modifications are needed to make it applicable to our setting of multivariate and high-dimensional binary segmentation. For the break detection in the covariance structure of the common components, when the algorithm proceeds, we estimate the $k$ candidate break points (arranged in an increasing order) denoted by $\hat{\eta}_{i|k}^c, \cdots, \hat{\eta}_{K|k}^c$ with the convention of $\hat{\eta}_{0|k}^c = 0$ and $\hat{\eta}_{K+1|k}^c = n$. Letting

$$Z_i^\hat{F} = \vech \left( \hat{F}_i \hat{F}_i^\top \right) = \left( Z_{i,1}, \cdots, Z_{i,q_0(q_0+1)/2} \right)^\top$$

and $Z_{*,j}^\hat{F} = \left( Z_{i,j}, \cdots, Z_{n,j} \right)^\top$ for $j = 1, \cdots, q_0(q_0+1)/2$, we define the SSIC objective function for the univariate process $Z_{*,j}^\hat{F}$ by

$$\text{SSIC}^c_{j}(k) = \frac{n}{2} \log \hat{\omega}_{2}^c(k) + kp(n), \quad k = 0, \cdots, \bar{K},$$

where

$$\hat{\omega}_{2}^c(k) = \frac{1}{n} \sum_{t=1}^{n} \left[ Z_{i,j}^\hat{F} - Z_{i,j}^\hat{F}(k) \right]^2 \quad \text{with} \quad Z_{i,j}^\hat{F}(k) = \frac{1}{\hat{\eta}_{i+1|k}^c - \hat{\eta}_{i|k}^c} \sum_{s=\hat{\eta}_{i|k}^c}^{\hat{\eta}_{i+1|k}^c} Z_{s,j}^\hat{F},$$

for $\hat{\eta}_{i|k}^c + 1 \leq t \leq \hat{\eta}_{i+1|k}^c$, $i = 0, \cdots, k$, $p(n) = n^{1/2}$ is a penalty function dependent on $n$, and $\bar{K}$ is a positive
we introduce a quantity $\Delta$ (4.2) is satisfied, and stop the WBS-Cov algorithm in Section 2.3 when the number of breaks reaches $\hat{K}_1$. An advantage of using the above SSIC is to avoid choosing the tuning parameter $\xi_n$ in the WBS-Cov.

Similarly, we can also use the SSIC to obtain the estimated break number for the idiosyncratic error components. Let $\text{SSIC}_{i,j}^c(k)$ be defined similarly to $\text{SSIC}_i^c(\cdot)$ but with $Z_{t,j}^e$ and $\hat{Z}_{t,j}^e(k)$ replaced by

$$Z_{t,ij}^e := \hat{\epsilon}_{t+1,1}^e \hat{\epsilon}_{t+1,j}^e \text{ and } \hat{Z}_{t,ij}^e(k) = \frac{1}{\hat{n}_{t+1}^e - \hat{n}_k^e} \sum_{s=\hat{n}_{t+1}^e+1}^{\hat{n}_k^e} \hat{Z}_{s,ij}^c$$

for $\hat{n}_k^e + 1 \leq t \leq \hat{n}_{t+1}^e$, $i = 0, \cdots, k$. Let $\hat{K}_2$ be the smallest number $K^e$ such that

$$\text{SSIC}_{i,j}^c(K^e + 1) > \text{SSIC}_{i,j}^c(K^e)$$

for all $1 \leq i, j \leq d$, and thus obtain the estimated break number for the idiosyncratic error component. In the construction of the CUSUM statistic in the WSBS-Cov, we need to define the random scaling quantity $\hat{\sigma}_{1,1}(i, j)$. In the numerical studies, we let $\hat{\sigma}_{1,1}(i, j)$ be the differential error median absolute deviation which is defined by

$$\hat{\sigma}_{1,1}(i, j) = \text{med}_{1 \leq t < u} \left( |\hat{\epsilon}_{t+1,i} \hat{\epsilon}_{t+1,j} - \hat{\epsilon}_{t,i} \hat{\epsilon}_{t,j}| - \text{med}_{1 \leq t < u} (\hat{\epsilon}_{t+1,i} \hat{\epsilon}_{t+1,j} - \hat{\epsilon}_{t,i} \hat{\epsilon}_{t,j}) \right)$$

in which $\text{med}_{1 \leq t < u}(\cdot)$ denotes the sample median over the time interval $[1, u]$ (e.g., Fryzlewicz, 2014). An advantage of using the median absolute deviation is that it provides robust scale estimation.

When implementing the WBS-Cov and WSBS-Cov algorithms, we have to guarantee sufficient length of the random intervals to facilitate break detection. When $l$ and $u$ are too close, $\hat{\sigma}_{1,1}(i, j)$ may be unbounded, leading to violation of Assumption 5 in Appendix A. Consequently, the CUSUM statistics on those small intervals would be smaller than the thresholding parameter so that no breaks could be detected. Therefore, we introduce a quantity $\Delta_n$ as in Barigozzi, Cho and Fryzlewicz (2018), to control the minimum length of the random intervals. Specifically, the following simple procedure is used in the numerical studies to produce a set of random intervals in WBS-Cov (or WSBS-Cov): (i) $M_n^c$ (or $M_n^c$) pairs of random points are drawn uniformly from the set $\{1, 2, \cdots, n - 4\Delta_n\}$ where $\Delta_n$ should be much smaller than $\kappa_n^c$ (or $\kappa_n^c$); and (ii) for each pair, let $l_m$ be the smaller random point, and $u_m$ be the larger one plus $4\Delta_n$, where $M_n^c = M_n^c = 400$. Consequently, the random intervals are produced with length of at least $4\Delta_n$. In addition, we also trim each random interval to keep a distance of $\Delta_n$ to both boundaries, indicating that we only maximise the CUSUM statistics over the interval $[l_m + \Delta_n, u_m - \Delta_n]$. We choose $\Delta_n = [(\log^2 n) \wedge (0.25n^{6/7})]$ following the discussion in Appendix D of Barigozzi, Cho and Fryzlewicz (2018).
A crucial issue in constructing the sparsified CUSUM statistic in the WSBS-Cov algorithm is the choice of the thresholding parameter $\xi_n$. Cho and Fryzlewicz (2015) suggest choosing this parameter using the CUSUM statistic based on a stationary process (e.g., a simulated AR(1) process) under the null hypothesis of no breaks. However, in practical applications, for the high-dimensional time series data with latent breaks, it is often difficult to recover the underlying stationary structure. To address this problem, we propose an alternative approach to choose $\xi_n$: (i) pre-detect the breaks (e.g., combining the classical BS-Cov and SSIC without knowing $\xi_n$ a priori) and remove the breaks from the high-dimensional covariance matrices through demeaning using the estimated breaks, i.e., generate $Z_{t,ij}^\hat{\varepsilon} - \bar{Z}_{t,ij}^\hat{\varepsilon} (\tilde{K}_{en})$ as in (4.3), where $\tilde{K}_{en}$ is the preliminary estimate of the break number obtained in the pre-detection of the idiosyncratic components; (ii) calculate the CUSUM statistics of the “stationary” process $\{Z_{t,ij}^\hat{\varepsilon} - Z_{t,ij}^\hat{\varepsilon} (\tilde{K}_{en})\}$ for each pair $(i,j)$ and then take the maximum as the chosen thresholding parameter $\xi_n$. Although this selection method is a bit time-consuming in computation, it performs well in our simulation studies.

5 Simulation studies

In this section we provide simulation studies to compare the finite-sample performance between the proposed methods and various other competing methods. In particular, we compare the numerical performance among the proposed WBS-Cov and WSBS-Cov, BS-Cov and SBS-Cov algorithms, and examine the finite-sample influences of different norms used in aggregation of the CUSUM quantities and various transformation techniques used in construction of the CUSUM statistics.

Example 5.1. Consider the following approximate factor model to generate data:

$$X_{ti} = \sum_{j=1}^{r} \lambda_{ij,t} F_{tj} + \epsilon_{ti}, \quad i = 1, \ldots, d, \quad t = 1, \ldots, n,$$

where $r = 5$ is the number of common factors, each factor process is generated via an AR(1) model:

$$F_{tj} = \rho_j F_{t-1,j} + u_{tj}, \quad t = 1, \ldots, n,$$

with $\rho_j = 0.4 - 0.05(j - 1)$ for $j = 1, \ldots, 5$, and $u_{tj}$ following a standard normal distribution independently over $t$ and $j$. The sample size is $n = 200$ and the dimension is $d = 200$. In this example, we consider the scenario of a single break in both the common and idiosyncratic components: $\eta_c^c = \lfloor n/3 \rfloor + 1 = 67$ and $\eta_e^c = \lfloor 2n/3 \rfloor = 133$. The factor loadings $\lambda_{ij,t}$ are first generated from a standard normal distribution independently over $i$ and $j$ when $t$ is from 1 to $\eta_c^c$; whereas after the break point $\eta_c^c$, the factor loadings $\lambda_{ij,t}$ are shifted by a random amount $N(0, 4)$ as in Barigozzi, Cho and Fryzlewicz (2018). The sudden change on the factor loadings leads to break in the second-order moment structure of the common components. The idiosyncratic errors $\epsilon_t$ follow a multivariate normal distribution $N_d(0, \Sigma_{\varepsilon})$ independently over $t$, where $\phi_j$, the square root of the $j$-th diagonal element of $\Sigma_{\varepsilon}$, is generated from an independent uniform distribution $U(0.5, 1.5)$, and the $(i,j)$-entry of $\Sigma_{\varepsilon}$ is $\phi_i \phi_j (\sim 1)$ for $1 \leq i \neq j \leq d$. After the break point $\eta_c^c$, we swap
the orders of \( \lfloor \rho e_1 d/2 \rfloor \) randomly selected pairs of elements of \( e_i \) (c.f., Cho and Fryzlewicz, 2015) with \( \rho e_1 \) chosen as 0.1, 0.5 or 1. Note that \( \rho e_1 = 0.1 \) indicates that the structural breaks are relatively sparse in the high-dimensional error components, whereas \( \rho e_1 = 1 \) indicates that the breaks are dense. The replication number in the simulation is \( R = 100 \).

For the 100 simulated samples, we report the estimated number of break(s) as well as the accuracy measure defined by

\[
ACU = 100\% \times \left[ \frac{1}{100} \sum_{i=1}^{100} \min_{k=1, \ldots, \hat{K}} |\hat{\eta}_k(i) - \eta_1| \leq \log n \right],
\]

where \( \eta_1 \) denotes either \( \eta_1^c \) or \( \eta_1^e \), \( \hat{\eta}_k(i) \) is the corresponding estimate in the \( i \)-th simulated sample, and \( \hat{K} \) denotes the estimated break number \( \hat{K}_1 \) or \( \hat{K}_2 \). In addition, to measure the estimation error of the break-point set more precisely, we use the Hausdorff distance defined by

\[
HD(\mathcal{B}, \hat{\mathcal{B}}) = \max \left\{ \delta(\mathcal{B}, \hat{\mathcal{B}}), \delta(\hat{\mathcal{B}}, \mathcal{B}) \right\} \quad \text{with} \quad \delta(\mathcal{B}, \hat{\mathcal{B}}) = \max_{a \in \mathcal{B}} \left\{ \min_{b \in \hat{\mathcal{B}}} |a - b| \right\},
\]

where \( \mathcal{B} \) denotes the set of true breaks and \( \hat{\mathcal{B}} \) denotes the set of estimated breaks. Note that \( HD(\mathcal{B}, \hat{\mathcal{B}}) \) takes the infinite value in the extreme case when \( \hat{\mathcal{B}} = \emptyset \). To avoid the latter, we only present the average conditional Hausdorff distance (ACHD) over 100 replications conditional on that the number of breaks is correctly estimated.

### Table 1: Comparison of detection results using different BS-based methods

<table>
<thead>
<tr>
<th># break(%)&lt;br&gt;( \text{ACHD} )</th>
<th>\text{ACU} %</th>
<th>( \rho e_1 )</th>
<th>\text{Breaks in common components}</th>
<th>\text{Breaks in idiosyncratic error components}</th>
</tr>
</thead>
<tbody>
<tr>
<td>\text{Breaks in common components}</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>\text{( \rho e_1 = 1 )}</td>
<td>BS-Cov</td>
<td>0</td>
<td>99</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>WBS-Cov</td>
<td>0</td>
<td>99</td>
<td>1</td>
</tr>
<tr>
<td>\text{( \rho e_1 = 0.5 )}</td>
<td>BS-Cov</td>
<td>0</td>
<td>100</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>WBS-Cov</td>
<td>0</td>
<td>100</td>
<td>0</td>
</tr>
<tr>
<td>\text{( \rho e_1 = 0.1 )}</td>
<td>BS-Cov</td>
<td>0</td>
<td>99</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>WBS-Cov</td>
<td>0</td>
<td>99</td>
<td>1</td>
</tr>
<tr>
<td>\text{Breaks in idiosyncratic error components}</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>\text{( \rho e_1 = 1 )}</td>
<td>BS-Cov</td>
<td>0</td>
<td>97</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>WBS-Cov</td>
<td>0</td>
<td>98</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>SBS-Cov</td>
<td>0</td>
<td>97</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>WSBS-Cov</td>
<td>0</td>
<td>99</td>
<td>1</td>
</tr>
<tr>
<td>\text{( \rho e_1 = 0.5 )}</td>
<td>BS-Cov</td>
<td>0</td>
<td>96</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td>WBS-Cov</td>
<td>0</td>
<td>94</td>
<td>6</td>
</tr>
<tr>
<td></td>
<td>SBS-Cov</td>
<td>0</td>
<td>99</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>WSBS-Cov</td>
<td>0</td>
<td>100</td>
<td>0</td>
</tr>
<tr>
<td>\text{( \rho e_1 = 0.1 )}</td>
<td>BS-Cov</td>
<td>24</td>
<td>72</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td>WBS-Cov</td>
<td>1</td>
<td>70</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>SBS-Cov</td>
<td>2</td>
<td>80</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>WSBS-Cov</td>
<td>2</td>
<td>80</td>
<td>0</td>
</tr>
</tbody>
</table>

In Table 1, we compare the proposed WBS-Cov with the classical BS-Cov in detecting breaks in the
common components, and compare the proposed WSBS-Cov with the BS-Cov, WBS-Cov and SBS-Cov in detecting breaks in the idiosyncratic components. For the break detection in the common component, the finite-sample performance of WBS-Cov and BS-Cov are the same. For the break detection in the idiosyncratic components, the four methods behave differently in finite samples. When the breaks are sparse in the high-dimensional error covariance matrix (\(\rho_e^1 = 0.1\)), the sparsified detection techniques (WSBS-Cov and SBS-Cov) outperform the non-sparsified ones (BS-Cov and WBS-Cov) in both the break number and location estimation; when the breaks are dense (\(\rho_e^1 = 0.5\) and 1), the proposed WSBS-Cov has the best performance in estimating the break number whereas the BS-Cov performs better than the other three methods in estimating the break location.

Table 2: Comparison of detection results using different norms in the CUSUM statistics

<table>
<thead>
<tr>
<th></th>
<th># break(%)</th>
<th>ACHD</th>
<th>ACU(%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>&lt; 1</td>
<td>1</td>
<td>&gt; 1</td>
</tr>
<tr>
<td><strong>Breaks in common components</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(\rho_e^1 = 1)</td>
<td>l_1</td>
<td>0</td>
<td>99</td>
</tr>
<tr>
<td></td>
<td>l_2</td>
<td>0</td>
<td>99</td>
</tr>
<tr>
<td></td>
<td>l_\infty</td>
<td>79</td>
<td>21</td>
</tr>
<tr>
<td></td>
<td>op</td>
<td>100</td>
<td>0</td>
</tr>
<tr>
<td>(\rho_e^1 = 0.5)</td>
<td>l_1</td>
<td>0</td>
<td>100</td>
</tr>
<tr>
<td></td>
<td>l_2</td>
<td>0</td>
<td>100</td>
</tr>
<tr>
<td></td>
<td>l_\infty</td>
<td>79</td>
<td>21</td>
</tr>
<tr>
<td></td>
<td>op</td>
<td>99</td>
<td>1</td>
</tr>
<tr>
<td>(\rho_e^1 = 0.1)</td>
<td>l_1</td>
<td>0</td>
<td>99</td>
</tr>
<tr>
<td></td>
<td>l_2</td>
<td>0</td>
<td>99</td>
</tr>
<tr>
<td></td>
<td>l_\infty</td>
<td>78</td>
<td>22</td>
</tr>
<tr>
<td></td>
<td>op</td>
<td>100</td>
<td>0</td>
</tr>
<tr>
<td><strong>Breaks in idiosyncratic error components</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(\rho_e^1 = 1)</td>
<td>l_1</td>
<td>0</td>
<td>97</td>
</tr>
<tr>
<td></td>
<td>l_2</td>
<td>0</td>
<td>100</td>
</tr>
<tr>
<td></td>
<td>l_\infty</td>
<td>94</td>
<td>6</td>
</tr>
<tr>
<td></td>
<td>op</td>
<td>94</td>
<td>6</td>
</tr>
<tr>
<td>(\rho_e^1 = 0.5)</td>
<td>l_1</td>
<td>23</td>
<td>72</td>
</tr>
<tr>
<td></td>
<td>l_2</td>
<td>20</td>
<td>80</td>
</tr>
<tr>
<td></td>
<td>l_\infty</td>
<td>23</td>
<td>75</td>
</tr>
<tr>
<td></td>
<td>op</td>
<td>32</td>
<td>66</td>
</tr>
</tbody>
</table>

In Table 2, we examine the finite-sample influence of different norms used in the aggregation of the CUSUM quantities. For the idiosyncratic components, as in (2.16), the CUSUM statistic aggregated with the \(l_1\)-norm is defined by

\[
\sum_{i=1}^{d} \sum_{j=1}^{d} c^\epsilon_{\hat{m},\hat{u}}(s; i, j) \mid \beta \left( \max_{t_1 \leq t < u_1} c^\epsilon_{t,\hat{u}}(t; i, j) \right) > \xi_{\epsilon, n} \]
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and the CUSUM statistic aggregated with the $l_\infty$-norm is defined by
\[
\max_{1 \leq i \leq d} \left\{ \left| \tilde{c}_{l_m,u_m}^\epsilon(s;i,j) \right| \; ; \; \max_{1 \leq t < u} \left| c_{l,u}^\epsilon(t;i,j) \right| > \xi_n^\epsilon \right\};
\]
and the construction is similar for the common components. In addition, we also consider aggregating via the operator norm, as suggested in Wang, Yu and Rinaldo (2018). For the idiosyncratic components, let $C_{l_m,u_m}^M \tilde{\epsilon}(s)$ be a $d \times d$ matrix with the $(i,j)$-th entry being $c_{l_m,u_m}^\epsilon(s;i,j)\| \left( \max_{1 \leq t < u} \left| c_{l,u}^\epsilon(t;i,j) \right| > \xi_n^\epsilon \right)$ and then obtain the CUSUM statistic by taking the operator norm of $C_{l_m,u_m}^M \tilde{\epsilon}(s)$. For the common components, the CUSUM statistic is defined by taking the operator norm of the matrix:
\[
\sqrt{\frac{(s-l+1)(u-s)}{u-l+1}} \left[ \frac{1}{s-l+1} \sum_{t=l}^s \hat{F}_t^\epsilon - \frac{1}{u-s} \sum_{t=s+1}^u \hat{F}_t^\epsilon \right].
\]
It is obvious from Table 2 that the $l_2$-based detection method has the best finite-sample performance with more accurate estimated break number, higher ACU and smaller ACHD. The operator norm based detection method performs well in break detection for the common components, but it performs poorly when breaks are sparse in the idiosyncratic components.

Table 3 reports the simulation result when different transformation techniques are used in construction of the CUSUM statistics. In the table, “BCF” denotes the method proposed by Barigozzi, Cho and Fryzlewicz (2018) which combines the wavelet-based transformation and the double-CUSUM method, “WBS-Cov” denotes the proposed method in Section 2.3, and “WSBS-Cov” denotes the proposed method in Section 2.4. For structural breaks in the covariance matrix of the error components, we may detect the breaks only for its diagonal elements (variance) rather than all the elements in the high-dimensional covariance matrix in order to save computational time. This is considered in our simulation with “BCF(D)” and “WSBS-Cov(D)” denoting the “BCF” and “WSBS-Cov” methods by only detecting breaks for the diagonal elements. Letting $a_i$ and $a_j$ be either the common factors or the idiosyncratic errors, “ADD-MNS” denotes a transformation of $(a_i + a_j)^2$ and $(a_i - a_j)^2$ (e.g., Cho and Fryzlewicz, 2015) in the construction of the CUSUM statistics (instead of $a_i$,$a_j$ in our proposed method), whereas “WAVELET” denotes the wavelet transformation on $a_i$ and $a_j$ (e.g., Barigozzi, Cho and Fryzlewicz, 2018) in the construction of the CUSUM statistics. The algorithms introduced in Sections 2.3 and 2.4 are used after making the “WAVELET” and “ADD-MINS” transformations. The R package “factorcpt” is used to implement Barigozzi, Cho and Fryzlewicz (2018)’s method in the simulation.

From the table, the proposed WBS-Cov algorithm has the best finite-sample performance in estimating the break in the common components. In contrast, Barigozzi, Cho and Fryzlewicz (2018)’s method has larger ACHD measure, which might be caused by the use of $l_1$-norm aggregation in their double CUSUM algorithm (as we show in Table 2 that the $l_2$-norm aggregation is superior to the $l_1$-norm aggregation). In terms of the idiosyncratic components, the “WSBS” method has a similar performance to the “BCF” method, and the best performance is from the “WSBS-Cov(D)” method. In terms of “WAVELET” method, we find that the thresholding parameter $\xi_n^\epsilon$ selected in pre-estimation is too small, and thus use $\sqrt{2} \xi_n^\epsilon$ as
Table 3: Comparison of detection results using different transformations in break detection

<table>
<thead>
<tr>
<th></th>
<th># break(%)</th>
<th>ACHD</th>
<th>ACU(%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>&lt; 1 1 &gt; 1</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Breaks in common components</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\rho_1^e = 1$</td>
<td>BCF 0 95 5</td>
<td>0.821</td>
<td>100</td>
</tr>
<tr>
<td></td>
<td>WBS-Cov 0 99 1</td>
<td>0.202</td>
<td>100</td>
</tr>
<tr>
<td></td>
<td>WAVELET 0 92 8</td>
<td>2.065</td>
<td>100</td>
</tr>
<tr>
<td></td>
<td>ADD-MNS 0 99 1</td>
<td>0.313</td>
<td>100</td>
</tr>
<tr>
<td>$\rho_1^e = 0.5$</td>
<td>BCF 0 94 6</td>
<td>0.777</td>
<td>100</td>
</tr>
<tr>
<td></td>
<td>WBS-Cov 0 100 0</td>
<td>0.210</td>
<td>100</td>
</tr>
<tr>
<td></td>
<td>WAVELET 0 96 4</td>
<td>2.094</td>
<td>100</td>
</tr>
<tr>
<td></td>
<td>ADD-MNS 0 100 0</td>
<td>0.330</td>
<td>100</td>
</tr>
<tr>
<td>$\rho_1^e = 0.1$</td>
<td>BCF 0 96 4</td>
<td>0.865</td>
<td>100</td>
</tr>
<tr>
<td></td>
<td>WBS-Cov 0 99 1</td>
<td>0.212</td>
<td>100</td>
</tr>
<tr>
<td></td>
<td>WAVELET 0 92 8</td>
<td>2.011</td>
<td>100</td>
</tr>
<tr>
<td></td>
<td>ADD-MNS 0 100 0</td>
<td>0.340</td>
<td>100</td>
</tr>
</tbody>
</table>

|                 | # break(%) | ACHD | ACU(%) |
|                 | < 1 1 > 1  |
| **Breaks in idiosyncratic error components** |            |      |        |
| $\rho_1^e = 1$ | BCF(D) 0 100 0 | 0.370 | 100    |
|                 | BCF 0 100 0 | 0.330 | 100    |
|                 | WSBS-Cov(D) 0 100 0 | 0.280 | 99     |
|                 | WSBS-Cov 0 99 1 | 0.313 | 100    |
|                 | WAVELET 0 93 7 | 2.484 | 100    |
|                 | ADD-MNS 0 83 17 | 0.458 | 98     |
| $\rho_1^e = 0.5$ | BCF(D) 0 100 0 | 0.400 | 100    |
|                 | BCF 0 100 0 | 0.430 | 100    |
|                 | WSBS-Cov(D) 0 100 0 | 0.320 | 100    |
|                 | WSBS-Cov 0 99 1 | 0.660 | 98     |
|                 | WAVELET 2 89 9 | 2.034 | 97     |
|                 | ADD-MNS 0 90 10 | 0.956 | 95     |
| $\rho_1^e = 0.1$ | BCF(D) 24 76 0 | 8.079 | 55     |
|                 | BCF 50 50 0 | 3.640 | 44     |
|                 | WSBS-Cov(D) 21 79 0 | 2.823 | 65     |
|                 | WSBS-Cov 20 80 0 | 4.163 | 61     |
|                 | WAVELET 7 77 16 | 7.364 | 64     |
|                 | ADD-MNS 0 87 13 | 6.080 | 61     |

The threshold. However, this method tends to over-estimate the break number. The “WAVELET” method introduces a systematic error of order $O(\log \log d)$ (the order of the scale of the wavelet basis used in the algorithm), leading to large ACHD values. The performance of the “ADD-MINS” method in estimating the break location is not as good as the other methods, which might be caused by selection of the thresholding parameter $\xi_n$.

**Example 5.2.** We still use model (5.1) to generate the data in simulation, where the number of factors is $r = 5$, the sample size is $n = 200$, the dimension is $d = 200$ and the replication number is $R = 100$. The factor process $F_t$ is generated from a multivariate normal distribution $N_5(0, \Sigma_F)$ independently over $t$, where $\Sigma_F$ is the covariance matrix with one break specified as follows: for $1 \leq t \leq \eta_1^c = 67$, $\phi^{F}_j$, the square root of the $j$-th diagonal element of $\Sigma_F$, is independently generated from a uniform distribution $U(0.5, 1.5)$, and the $(i, j)$-entry of $\Sigma_F$ is defined as $\phi^{F}_i \phi^{F}_j (0.5)^{|i-j|}$. For $1 \leq t \leq n_2^c = 133$, the factor loadings $\lambda_{ij}$ are independently generated from a
uniform distribution \(U(-1, 1)\); whereas for \(n_2^c < t \leq n\), the factor loadings corresponding to the first two factors are regenerated by a new uniform distribution \(U(-1, 1)\). Therefore, there are two structural breaks in the covariance structure of the common components covering cases (i) and (ii) discussed in Section 2.1.

For the structural breaks in the idiosyncratic error components, we consider two scenarios. In scenario (i), there are two breaks \(n_1^e = 67\) and \(n_2^e = 133\), as in Example 5.1 above. At each of the two break points \(n_1^e\) and \(n_2^e\), we swap the orders of \(\lceil \rho_1^e d/2 \rceil\) randomly selected pairs of elements of \(\epsilon_t\) with \(\rho_1^e\) chosen as 0.2 and 0.8, corresponding to sparse and dense breaks, respectively. In scenario (ii), there are three breaks \(n_1^e = \lceil n/4 \rceil = 50\), \(n_2^e = \lceil n/2 \rceil = 100\) and \(n_3^e = \lceil 3n/4 \rceil = 150\). At each of the break points, as in scenario (i), we swap the orders of \(\lceil \rho_1^e d/2 \rceil\) randomly selected pairs of elements of \(\epsilon_t\) with \(\rho_1^e\) chosen as 0.2 and 0.8.

The simulation result for scenario (i) is given in Table 4, where \(ACU_1\) and \(ACU_2\) are defined as \(ACU\) in (5.3) to measure estimation accuracy for the first and second breaks, respectively. We note that a further selection of the penalty in the SSIC objective function may improve our result. The penalty term is now chosen as \(p(n) = \zeta \cdot n^{1/2}\) with \(\zeta = 1, \sqrt{2}/2\) and 1/2. We compare the finite-sample performance between our method and Barigozzi, Cho and Fryzlewicz (2018)’s method. From Table 4, we find that the proposed WSBS-Cov method with \(\zeta = 1/2\) has the best finite-sample performance with the most accurate estimated break number, highest \(ACU\) and smallest \(ACHD\), whereas Barigozzi, Cho and Fryzlewicz (2018)’s method performs poorly in detecting the first break point in the common components, which might be due to the relatively sparse break structure at the first break point. When the breaks in the idiosyncratic components are dense \((\rho_1^e = 0.8)\), the proposed WSBS-Cov method with \(\zeta = 1/2\) has 99% frequency of correctly estimating the true break number, and 98% and 95% for \(ACU_1\) and \(ACU_2\), respectively, which are comparable to the corresponding results using “BCF”. When the breaks in the idiosyncratic components are sparse \((\rho_1^e = 0.2)\), the proposed WSBS-Cov algorithm with \(\zeta = 1/2\) still has 95% frequency of correctly estimating the true number of break points, but “BCF” has only 54%. In addition, from the \(ACU_1\) and \(ACU_2\) results with \(\rho_1^e = 0.2\), the WSBS-Cov method (with \(\zeta = \sqrt{2}/2\) and 1/2) detects more than 80% of each of the two break points, whereas “BCF” only detects about 70%.

The simulation result for scenario (ii) is given in Table 5, where \(ACU_1\), \(ACU_2\) and \(ACU_3\) are defined as \(ACU\) in (5.3) to measure estimation accuracy for the first, second and third breaks, respectively. In this case, we also choose \(\zeta = 1, \sqrt{2}/2\) and 1/2 in the penalty term \(p(n) = \zeta \cdot n^{1/2}\) of the SSIC objective function. From Table 5, we find that the proposed WSBS-Cov method with \(\zeta = 1/2\) again has the best finite-sample performance in detecting breaks in the common components with the most accurate estimated break number, highest \(ACU\) and smallest \(ACHD\). For the break detection in the idiosyncratic error components, when \(\rho_1^e = 0.2\), the proposed WSBS-Cov method is better than “BCF”; but when \(\rho_1^e = 0.8\), “BCF” outperforms the WSBS-Cov method.

6 An empirical application

In this section, we use the proposed methods to detect breaks in the contemporaneous covariance structure of the daily returns of S&P 500 constituents. The data are retrieved from Refinitiv Datastream database.
Table 4: Detection results with 2 breaks in idiosyncratic error components

<table>
<thead>
<tr>
<th># break(%)</th>
<th>ACHD</th>
<th>ACU1(%)</th>
<th>ACU2(%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>&lt; 2</td>
<td>90</td>
<td>10</td>
<td>0</td>
</tr>
<tr>
<td>&gt; 2</td>
<td>39</td>
<td>61</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>7</td>
<td>93</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>97</td>
<td>2</td>
</tr>
<tr>
<td>ρ_e = 0.2</td>
<td>93</td>
<td>7</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>35</td>
<td>65</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>90</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>98</td>
<td>1</td>
</tr>
</tbody>
</table>

Breaks in common components (η_c^1 = 67, η_c^2 = 133)

ρ_e = 0.8

|          | BCF  | 0  | 100 | 0       | 1.210 | 100 | 100 |
|          | WBS-Cov(τ = 1) | 41 | 59  | 0       | 3.956 | 60  | 78  |
|          | WBS-Cov(τ = √2/2) | 8  | 92  | 0       | 3.661 | 55  | 93  |
|          | WBS-Cov(τ = 1/2) | 2  | 96  | 2       | 2.855 | 60  | 93  |

ρ_e = 0.2

|          | BCF  | 4  | 89  | 7       | 16.000 | 3   | 85  |
|          | WBS-Cov(τ = 1) | 40 | 60  | 0       | 8.383  | 34  | 91  |
|          | WBS-Cov(τ = √2/2) | 10 | 90  | 0       | 8.267  | 52  | 91  |
|          | WBS-Cov(τ = 1/2) | 1  | 97  | 2       | 7.856  | 59  | 91  |

Table 5: Detection results with 3 breaks in idiosyncratic error components

<table>
<thead>
<tr>
<th># break(%)</th>
<th>ACHD</th>
<th>ACU1(%)</th>
<th>ACU2(%)</th>
<th>ACU3(%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>&lt; 2</td>
<td>89</td>
<td>11</td>
<td>0</td>
<td>13.636</td>
</tr>
<tr>
<td>&gt; 2</td>
<td>41</td>
<td>59</td>
<td>0</td>
<td>9.254</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>92</td>
<td>0</td>
<td>3.643</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>96</td>
<td>2</td>
<td>2.855</td>
</tr>
<tr>
<td>ρ_e = 0.2</td>
<td>4</td>
<td>89</td>
<td>7</td>
<td>16.000</td>
</tr>
<tr>
<td></td>
<td>40</td>
<td>60</td>
<td>0</td>
<td>8.383</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>90</td>
<td>0</td>
<td>8.267</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>97</td>
<td>2</td>
<td>7.856</td>
</tr>
</tbody>
</table>

Breaks in common component (η_c^1 = 67, η_c^2 = 133)

ρ_e = 0.8

|          | BCF  | 55 | 45  | 0       | 3.956 | 60  | 78  | 88  |
|          | WBS-Cov(τ = 1) | 44 | 56  | 0       | 3.661 | 61  | 90  | 95  |
|          | WBS-Cov(τ = √2/2) | 44 | 55  | 1       | 2.855 | 61  | 90  | 95  |
|          | WBS-Cov(τ = 1/2) | 4  | 89  | 7       | 16.000 | 3   | 85  |

ρ_e = 0.2

|          | BCF  | 95 | 5   | 0       | 11.800 | 41  | 26  | 44  |
|          | WBS-Cov(τ = 1) | 95 | 5   | 0       | 11.800 | 41  | 26  | 44  |
|          | WBS-Cov(τ = √2/2) | 66 | 34  | 0       | 8.853  | 47  | 57  | 70  |
|          | WBS-Cov(τ = 1/2) | 49 | 51  | 0       | 9.137  | 51  | 70  | 70  |

Breaks in idiosyncratic error components (η_e^1 = 50, η_e^2 = 100, η_e^3 = 150)

ρ_e = 0.8

|          | WBS-Cov(τ = 1) | 55 | 45  | 0       | 3.956 | 60  | 78  | 88  |
|          | WBS-Cov(τ = √2/2) | 44 | 56  | 0       | 3.661 | 61  | 90  | 95  |
|          | WBS-Cov(τ = 1/2) | 44 | 55  | 1       | 2.855 | 61  | 90  | 95  |

ρ_e = 0.2

|          | WBS-Cov(τ = 1) | 95 | 5   | 0       | 11.800 | 41  | 26  | 44  |
|          | WBS-Cov(τ = √2/2) | 66 | 34  | 0       | 8.853  | 47  | 57  | 70  |
|          | WBS-Cov(τ = 1/2) | 49 | 51  | 0       | 9.137  | 51  | 70  | 70  |

(formerly Thomson Reuters Datastream), covering the time period from 01/01/2000 to 30/04/2020. We consider 380 firms listed on the S&P 500 index over the entire time period. Let X_{it} denote the demeaned percentage price change (without reinvesting of dividends) of equity i at time t, where i = 1, · · · , 380 and t = 1, · · · , 5114. We fit the factor model (2.2) to the data with X_t = (X_{1t}, · · · , X_{380t})^T, allowing structural breaks in the covariance matrices of both the common and idiosyncratic components.
As suggested in Example 5.2, we choose the penalty term as \( p(n) = \frac{1}{2} n^{1/2} \) in the SSIC objective function defined in Section 4, and select \( M_c^e = M_e^e = 400 \) in the WBS-Cov and WSBS-Cov algorithms. In order to analyse the impact of the recent COVID-19 outbreak on the stock market, we set \( \Delta_n = 20 \) which may be relatively small in contrast with the sample size \( n = 5114 \). The information criterion introduced in Section 2.2 selects eight factors (with appropriate transformation), i.e., \( \hat{q} = 8 \). The WBS-Cov algorithm combined with SSIC detects six breaks in the covariance matrix of the common components, and the WSBS-Cov algorithm detects five breaks in the idiosyncratic components. We plot the estimated break times on the series of the S&P 500 index and its returns in Figure 1, where the red vertical lines denote breaks in the common components and the blue dotted vertical lines denote breaks in the idiosyncratic components. Among the six breaks in the common components, three occur during the period of a bearish market from 2000 to 2003, two occur in 2008 and 2009 during the global financial crisis, and one occurs recently due to the COVID-19 outbreak. Among the five breaks in the idiosyncratic errors, the first two breaks occur in July/August 2002, the third and fourth breaks occur in May/June in 2009, and the most recent one occurs at the time of COVID-19 outbreak.

Figure 1: The detected break times in the covariance structure of the 380 daily returns of the S&P 500 constituents from 01/01/2000 to 30/04/2020. The estimated break dates for common components are 28/04/2000, 23/04/2001, 11/12/2002, 12/09/2008, 08/05/2009 and 06/03/2020 (in red lines); and the estimated break dates for idiosyncratic components are 12/07/2002, 14/08/2002, 01/05/2009, 01/06/2009 and 11/03/2020 (in blue dotted lines).

As a benchmark, we also download eight observable risk factors (over 01/01/2000–30/04/2020) from
Kenneth R. French’s data library\footnote{http://mba.tuck.dartmouth.edu/pages/faculty/ken.french/data_library.html} and study breaks in their covariance structure. These risk factors include the excess return (MKT), the size factor (SMB), the value factor (HML), the profitability factor (RMW) and the investment factor (CMA) introduced by Fama and French (1993) and Fama and French (2015); the Momentum factor (MOM) proposed by Carhart (1997) in a four factor model; and the short term reversal factor (STRev) and the long-term reversal factor (LTRev) which are less famous but equally important (c.f., De Bondt and Thaler, 1987; Lehmann, 1990). They are often used as observable proxies of latent factors in the approximate factor model. We plot patterns of these factors in Figure 2, from which we can see that they variate drastically during the global financial crisis and the COVID-19 outbreak. Let $Z_t = (Z_{1t}, \cdots, Z_{8t})^\top$ denote the vector containing the eight risk factors, $t = 1, \cdots, 5114$. As the dimension of $Z_t$ is relatively low, there is no need to impose the approximate factor model framework. Using the WSBS-Cov algorithm (without any latent factor structure) in Section 2.4, we detect three break dates: 18/09/2008, 13/05/2009 and 06/03/2020; and using the WBS-Cov algorithm in Section 2.3, we detect five break dates: 19/04/2001, 17/10/2002, 07/07/2008, 13/05/2009 and 06/03/2020. The estimated break number is smaller than that plotted in Figure 1.

![Figure 2: Variation of eight commonly-used risk factors from 01/01/2000 to 30/04/2020.](http://mba.tuck.dartmouth.edu/pages/faculty/ken.french/data_library.html)
7 Conclusion

In this paper, we detect and estimate multiple structural breaks in the contemporaneous covariance structure of the high-dimensional time series vector. We allow high correlation between the time series variables by imposing the approximate factor model, a commonly-used framework in economics and finance. The structural breaks occur in either the common or idiosyncratic error components. When there are breaks in the factor loadings, we transform the factor model in order to make the classic PCA method applicable and subsequently obtain estimates of the transformed factors and approximation of the idiosyncratic errors. The construction of the CUSUM quantities is based on the second-order moments of the estimated factors and errors. The WBS algorithm introduced by Fryzlewicz (2014), combined with SSIC, is extended to the high-dimensional model setting to detect breaks in covariance structure of the common components, estimating the location and number of breaks. For the idiosyncratic error components, we combine the WBS-Cov algorithm and the sparsified CUSUM statistic to detect structural breaks (which can be either sparse or dense), extending the SBS algorithm proposed by Cho and Fryzlewicz (2015). Under some regularity conditions, we show consistency of the estimated break numbers and derive the near-optimal rates (up to a fourth-order logarithmic factor) for the estimated breaks. Monte-Carlo simulation studies are conducted to examine the numerical performance of the proposed WBS-Cov and WSBS-Cov methods in finite samples and its comparison with other existing approaches in particular the method introduced by Barigozzi, Cho and Fryzlewicz (2018). In the empirical application to the return series of S&P 500 constituent, we detect six break in the common components and five breaks in the idiosyncratic error components by the developed methods.

Appendix A: Technical assumptions

The following assumptions are needed to establish the asymptotic theorems in Sections 3.1 and 3.2. Some of the conditions (such as the moment conditions) may be not the weakest possible but can be relaxed at the cost of more lengthy proofs.

ASSUMPTION 1. (i) For each $k = 1, \ldots, K_1 + 1$, the process $\{ (F_{t,k}, e_t) \}$ is $\alpha$-mixing dependent with the mixing coefficient $\alpha_k(\cdot)$ satisfying

$$\max_{1 \leq k \leq K_1 + 1} \alpha_k(s) \asymp \rho^s, \quad 0 < \rho < 1.$$  

(ii) For $k = 1, \ldots, K_1 + 1$ and $j = 1, \ldots, d$, $E[F_{t,k}] = 0$, $E[e_t] = 0$ and $E[e_t F_{t,k}] = 0$. In addition,

$$\max_{1 \leq k \leq K_1 + 1} \max_{\eta_{k-1} + 1 \leq t \leq \eta_k} E[\|F_{t,k}\|_{\delta_F}^2] < \infty, \quad \max_{1 \leq t \leq n} \max_{1 \leq i \leq d} E[|e_{t,j}|^\delta_e] < \infty,$$

where $\delta_F > 2$ and $\delta_e > 2$.

ASSUMPTION 2. (i) For $k = 1, \ldots, K_1 + 1$, the covariance matrix $\text{Cov}(F_{t,k}) = \Sigma_{F,k}$ of the latent factors when $\eta_{k-1} + 1 \leq t \leq \eta_k$ is $r_k \times r_k$ positive definite. The positive integers $K_1$ and $r_k$, $k = 1, \ldots, K_1 + 1$, are all
bounded.

(ii) Letting $\lambda_{k,j}^0$ be the $j$-th factor loading vector of $\Lambda_k^0$ defined in (2.2), $\|\lambda_{k,j}^0\|_2$ is bounded from above uniformly over $j = 1, \cdots, d$ and $k = 1, \cdots, K_1 + 1$. In addition, letting $\bar{\Lambda} = [\Lambda_0^0, \cdots, \Lambda_{K_1+1}^0]$ which is a $d \times \sum_{k=1}^{K_1+1} r_k$ matrix, the column rank of $\bar{\Lambda}$ is $q_0$ and there exist positive constants $\mu$ and $\bar{\mu}$ such that

$$0 < \mu \leq \mu_{q_0} \left( \frac{1}{d} \bar{\Lambda}^\top \bar{\Lambda} \right) \leq \mu_1 \left( \frac{1}{d} \bar{\Lambda}^\top \bar{\Lambda} \right) \leq \bar{\mu} < \infty. \quad (A.1)$$

**ASSUMPTION 3.** (i) There exists a positive constant $\iota_0$ such that

$$\max_{1 \leq k \leq K_1+1} \max_{1 \leq t \leq n} \mathbb{E} \left[ \left\| \sum_{j=1}^{d} \lambda_{k,j}^0 e_{tj} \right\|_2^{\delta_c} \right] \leq \iota_0 \cdot d^{\delta_c/2} \quad (A.2)$$

and

$$\max_{1 \leq s, t \leq n} \mathbb{E} \left[ \left\| \sum_{j=1}^{d} \{ e_{sj} e_{tj} - \mathbb{E} [e_{sj} e_{tj}] \} \right\|_2^{\delta_c} \right] \leq \iota_0 \cdot d^{\delta_c/2}. \quad (A.3)$$

(ii) There exists a positive constant $\iota_1 > 0$ such that

$$\max_{1 \leq j \leq d} \max_{1 \leq i \leq n} \mathbb{E} \left[ \exp \{ \iota_1 e_{tj}^2 \} \right] < \infty, \quad \max_{1 \leq k \leq K_1+1} \max_{\eta_{k-1}^c, 1 \leq i \leq n_k^c} \mathbb{E} \left[ \exp \{ \iota_1 \| F_{t,k} \|_2^2 \} \right] < \infty. \quad (A.4)$$

**ASSUMPTION 4.** (i) There exist positive constants $\iota_2$, $\iota_3$ and $\vartheta$ such that

$$\iota_2 \log^{5+\vartheta} (d) \leq n \leq \iota_3 d^{\delta/(\delta+4)},$$

where $\delta = \delta_F \wedge \delta_c$.

(ii) Letting $\kappa_n^c = \min_{1 \leq k \leq K_1+1} (n_k^c - n_{k-1}^c),

$$\omega_n^c = \frac{1}{d^2} \cdot \min_{1 \leq k \leq K_1} \| \Sigma_{k+1}^0 (\Lambda, F) - \Sigma_k^0 (\Lambda, F) \|_F^2,$$

and

$$\overline{\omega}_n^c = \frac{1}{d^2} \cdot \max_{1 \leq k \leq K_1} \| \Sigma_{k+1}^0 (\Lambda, F) - \Sigma_k^0 (\Lambda, F) \|_F^2,$$

we have

$$\kappa_n^c \asymp n, \quad \frac{\omega_n^c}{\overline{\omega}_n^c} \cdot \frac{\kappa_n^c \omega_n^c}{\log^4 n} \to \infty, \quad M_n^c \to \infty,$$

where $M_n^c$ is the number of random intervals drawn in the WBS-Cov algorithm.
(iii) Letting \( \kappa_n^c = \min_{1 \leq k \leq K_2} [\eta_n^c - \eta_n^{c-1}] \),

\[
\overline{\omega}_n^c = \min_{1 \leq k \leq K_2} \min \{ \sigma_{k+1|i,j}^c - \sigma_{k|i,j}^c \}^2, \quad \underline{\omega}_n^c = \max_{1 \leq k \leq K_2} \max \{ \sigma_{k+1|i,j}^c - \sigma_{k|i,j}^c \}^2,
\]

where \( J_k = \left\{ (i,j) : \sigma_{k+1|i,j}^c \neq \sigma_{k|i,j}^c, 1 \leq i,j \leq d \right\} \) and \( \sigma_{k|i,j}^c \) is the \( (i,j) \)-entry of \( \Sigma_0^c(\varepsilon) \), we have

\[
\overline{\omega}_n^c \times \underline{\omega}_n^c \times \frac{\kappa_n^c \omega_n^c}{\log^4(nd)} \cdot \left( \frac{\kappa_n^c}{n} \right)^4 \to \infty, \quad \left[ 1 - \frac{\kappa_n^c}{(3n)^2} \right] M_n^c \to 0,
\]

where \( M_n^c \) is the number of random intervals drawn in the WSBS-Cov algorithm.

**Assumption 5.** There exist \( 0 < \underline{\sigma} < \overline{\sigma} < \infty \) such that

\[
\underline{\sigma} \leq \min_{(l,u): 1 \leq l < u \leq n} \min_{1 \leq i \leq n} \hat{\sigma}_{l,u}(i,j) \leq \max_{(l,u): 1 \leq l \leq n} \max_{1 \leq i \leq n} \hat{\sigma}_{l,u}(i,j) \leq \overline{\sigma}
\]

with probability approaching one, where \( \hat{\sigma}_{l,u}(i,j) \) is defined in (2.15). In addition, \( \hat{\sigma}_{l,u}(i,j) = \hat{\sigma}_{l,u}(j,i) \).

The assumption of mixing dependence on the latent common factor and idiosyncratic error process in Assumption 1(i) is very mild and covers some commonly-used vector time series models. Note that the \( \alpha \)-mixing dependence condition allows the underlying process to be nonstationary with time-varying covariance structure (e.g., the piece-wise stationary time series process with breaks in the covariance matrix). The moment conditions in Assumptions 1(ii) and 3 are crucial to consistently estimate the factors and factor loadings (with rotation) in the transformed factor model (2.6).

Assumption 2 contains some fundamental conditions for the approximate factor model (2.2), which can be seen as a generalised version of those for the stable factor model without breaks (e.g., Bai and Ng, 2002; Fan, Liao and Mincheva, 2013). These conditions, together with \( \kappa_n^c \sim n \) in Assumption 4(ii), indicate that there exists a nonsingular limiting matrix for \( \frac{1}{n} \sum_{t=1}^n F_t^* F_t^{*\top} \) and \( A^* \) is of full column rank (see Proposition 3.1), which are essential to derive the convergence result for the PCA estimated factors and factor loadings. In addition, Assumption 2 also guarantees that \( \overline{\omega}_n^c = O(1) \).

The moment conditions \( (A.2) \) and \( (A.3) \) in Assumption 3(i) imply that the idiosyncratic errors \( \epsilon_{tj} \) are allowed to be weakly dependent over \( j \). Similar high-level moment conditions can be found in Assumption 4 in Bai and Ng (2002) and Assumption 3.4 in Fan, Liao and Mincheva (2013). Assumption 3(ii) is similar to the dimension-tail condition commonly used in high-dimensional data analysis and is needed to allow the dimension \( d \) to be divergent at an exponential rate of \( n \).

Assumption 4(i) indicates that both \( d \) and \( n \) diverge to infinity jointly, which is a typical large panel data setting necessary for consistent estimates of the rotated factors and factor loadings. A very similar assumption is also used in Theorem 1 of Fan, Liao and Mincheva (2013). In particular, Assumption 4(i) shows that \( d \) can be divergent to infinity at the exponential rate of \( n \), further relaxing the corresponding condition assumed in Barigozzi, Cho and Fryzlewicz (2018) and Wang, Yu and Rinaldo (2018). Although the
restriction $n \leq t_3 d^{\delta/(\delta+4)}$ indicates that $n$ is of smaller asymptotic order than $d$, our methodology is still applicable if $n$ is much larger than $d$ by switching the role of $n$ and $d$ and the role of the factor loadings and common factors in the PCA estimation (see Section 3 in Bai and Li, 2012). Assumption 4(ii) is mainly used for the asymptotics of WBS-Cov in the common components, and would be automatically satisfied if $t_4 \leq \omega_n \leq t_5$ and $M_n = \lfloor \log n \rfloor$, where $t_4 < t_5$ are two positive constants. Assumption 4(iii) is mainly used to derive the WSBS-Cov asymptotic theory in the idiosyncratic error components. The restriction $\omega_n \approx \omega_n$ is only imposed to facilitate the proofs. Assumption 4(iii) also indicates that there might be more frequent breaks in the idiosyncratic error components than in the common components, and the restriction $\frac{k_n \omega_n}{\log^2(\sqrt{d})} \cdot \left( \frac{k_n}{n} \right)^4 \to \infty$ would be automatically satisfied when $k_n \approx n^\Theta$ and $\left( \omega_n n^{5\Theta-4} / \log^4(\sqrt{d}) \right) \to \infty$ with $\Theta \in (4/5, 1]$. In contrast, the minimum length $k_n$ of the sub-intervals separated by break points in the common components is of order $n$. Assumption 5 requires the random normalisers in the WSBS-Cov to be uniformly bounded away from zero and infinity with probability approaching one.
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The supplemental document contains the detailed proofs of the main asymptotic results, a simple motivating example for the factor model transformation as well as additional simulation studies.

**References**


