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Abstract

We investigate the classical stepwise forward and backward search methods for selecting sparse models in the context of linear regression with the number of candidate variables $p$ greater than the number of observations $n$. In the noiseless case, we give definite upper bounds for the number of forward search steps to recover all relevant variables, if each step of the forward search is approximately optimal in reduction of residual sum of squares, up to a fraction. These upper bounds for the number of steps are of the same order as the size of a true sparse model under mild conditions. In the presence of noise, traditional information criteria such as BIC and AIC are designed for $p < n$ and may fail spectacularly when $p$ is greater than $n$. To overcome this difficulty, two information criteria BICP and BICC are proposed to serve as the stopping rules in the stepwise searches. The forward search with noise is proved to be approximately optimal with high probability, compared with the optimal forward search without noise, so that the upper bounds for the number of steps still apply. The proposed BICP is proved to stop the forward search as soon as it recovers all relevant variables and remove all extra variables in the backward deletion. This leads to the selection consistency of the estimated models. The proposed methods are illustrated in a simulation study which indicates that the new methods outperform a counterpart LASSO selector with a penalty parameter set at a fixed value.
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1 Introduction

Modern statistical applications often encounter the situation when a regression model is fitted with the number of candidate variables (i.e. regressors) \( p \) greater or far greater than the number of available observations \( n \). Examples where such a scenario arises include radiology and biomedical imaging, gene expression studies, signal processing and even nonparametric estimation for curve or surface based on finite number of noisy observations. Without any assumptions on the structure of such a regression model, it is impossible to fit any practically useful models. One frequently used assumption is the so-called sparsity condition which assumes that the effective contribution to a dependent variable rests on a much small number of regressors than \( n \). The challenge then is to find those ‘true’ regressors from a much larger number of candidate variables. This leads to a surging interest in new methods and theory for regression model selection with \( p \geq n \).

In this paper we revisit the classical forward and backward stepwise regression methods for model selection and adapt them to the cases with \( p > n \) or \( p \gg n \). Forward stepwise regression is also known as matching pursuit (Mallat and Zhang, 1993) or greedy search. An and Gu (1985, 1987) showed that a forward addition followed by a backward deletion with the stopping rules defined by, for example, the Bayesian information criterion (BIC) leads to a consistent model selection when \( p \) is fixed. However the criteria such as BIC are designed for \( p < n \). They may fail spectacularly when \( p \) is greater than or even close to \( n \), leading to excessively overfitted models. We propose two new information criteria BICP and BICC in this paper. The BICP increases the penalty to overcome overfitting; see (5) below. The BICC controls the residuals in the sense that it will stop the search before the residuals diminish to 0 as the number of selected variables increases to \( n \) (Remark 1(i) in section 2.2 below). A simulation study shows that both methods work very well even when \( p \) is as ten times large as \( n \).

Any attempt to develop the asymptotic theory in the setting of \( p > n \) has to deal with the difficulties caused by the fact that the number of the candidate models also diverges to infinity. This unfortunately makes the approach of An and Gu (1985, 1987) inapplicable. We
take a radically different road by first considering approximately optimal forward search in the noiseless case which attains within a fraction the optimal reduction of the sum of residual squares. Under mild conditions on the design variables and the regression coefficients, we provide an upper bound for approximately optimal forward search steps to recover all nonzero coefficients. The upper bound is of the optimal order of the number of nonzero coefficients when the average and minimum of the squares of the nonzero coefficients are of the same order, and is no more than the square of the optimal order in general. We then prove that the cardinality of such approximate forward search strategies for the first $k$ steps is of much smaller order than the conventional upper bound $(p^k)$. In the presence of noise, this entropy calculation leads to much smaller Bonferroni adjustments for the noise level, so that the forward search path lie within those deterministic collections of approximately optimal rules with high probability. Furthermore, we show that with high probability, the BICP criteria stops the forward addition search as soon as it recovers all nonzero regression coefficients and then ensures the removal of all variables with zero regression coefficients in backward deletion. Although we only deal with the stepwise search methods coupled with the BICP in this paper, our proofs also provide building blocks for investigating the theoretical properties of the other search procedures such as the $\ell_2$ boosting (Bühlmann, 2006).

Regression with $p > n$ is a vibrant research area in statistics at present. Recent significant developments in the estimation of regression coefficients and prediction include Greenshtein and Ritov (2004), Candès and Tao (2007), Bunea, Tsybakov and Wegkamp (2007), van de Geer (2008), Zhang and Huang (2008), Meinshausen and Yu (2009), Bickel, Ritov and Tsybakov (2009), and Zhang (2009a). Important advances have also been made in selection consistency. The sign-consistency of the LASSO (Tibshirani, 1996; Chen and Donoho, 1994) was proved by Meinshausen and Buhlmann (2006), Tropp (2006), Zhao and Yu (2006) and Wainwright (2009a). However, due to the interference of the estimation bias, these results are obtained under quite strong conditions on the feature matrix and the minimum magnitude of the unknown nonzero regression coefficients. A number of approaches have been taken to achieve selection consistency by reducing the estimation bias, including concave penalized least squares (Frank and Friedman, 1993; Fan and Li, 2001; Fan and Peng, 2004; Zhang, 2008, 2010), adaptive LASSO (Zou, 2006; Huang,
Ma and Zhang, 2008), and correlation screening (SIS; Fan and Lv, 2008). Stepwise regression, widely used for feature selection, also aims nearly unbiased selection. In this direction, Zhang (2009b) provided sufficient conditions for the selection consistency of his FoBa stepwise search algorithm. Meanwhile, Bunea (2008), Wainwright (2009b) and Zhang (2007) proved that the minimum nonzero coefficients should be in the order of \( \sqrt{(\log p)/n} \) in order to achieve the variable selection consistency in linear regression.

For penalization approaches, including LASSO, SCAD (Fan and Li 2001) and MCP (Zhang, 2008), selecting new variables were effectively carried out by a series of \( z \)-tests. Therefore one has to overcome the difficulties caused by the unknown variance of the error term in the regression model. In contrast, we employ a BIC-based approach which penalizes the logarithmic SSR, selecting new variables effectively by \( F \)-tests; see (32) below. Hence we do not require the knowledge of the variance of the error term or a computationally intensive method to choose the penalty parameter.

The asymptotic properties of a different extended BIC criterion for selecting sparse models have been investigated by Chen and Chen (2008). Under the assumption that the number of true regressors remains fixed while \( \log p = O(\log n) \), they shows that with probability converging to 1 all the models with \( j \) regressors have the extended BIC values greater than that of the true model, where \( j > 0 \) is any finite integer (Theorem 1, Chen and Chen, 2008). Our approaches do not require the number of the regressors to be fixed, and can handle much larger \( p \) than \( O(n^c) \) for a fixed constant \( c > 0 \).

The rest of the paper is organized as follows. The new methods and the associated algorithm are presented in section 2. It also contains a heuristic approach for the consistency of the stepwise forward addition. The numerical results are presented in section 3. A formal investigation into the consistency is presented in section 4. All the proofs are collected in the Appendix.
2 Methodology

2.1 Model

Consider linear regression model

\[ y = X \beta + \varepsilon, \]  

where \( y = (y_1, \cdots, y_n)' \) is an \( n \)-vector of random responses, \( X \equiv (x_{ij}) \equiv (x_1, \cdots, x_p) \) is an \( n \times p \) design matrix, \( \beta \) is a \( p \)-vector of regression coefficients, \( \varepsilon = (\varepsilon_1, \cdots, \varepsilon_n)' \sim N(0, \sigma^2 I_n) \), where \( \sigma^2 > 0 \) is an unknown but fixed constant and \( I_n \) denotes the \( n \times n \) identity matrix. We use \( x_1, \cdots, x_p \) to denote the column vectors of \( X \). In the above model, we assume the regression coefficient vector \( \beta \equiv \beta_n = (\beta_{n,1}, \cdots, \beta_{n,p})' \) varies with \( n \), and furthermore, the number of coefficients \( p \) goes to infinity together with \( n \). In fact \( p \) may be greater, or much greater than \( n \).

For such a highly under-determined regression model, it is necessary to impose some regularity condition, such as the sparsity, on \( \beta \). We assume that the contribution to the response \( y \) is from merely a much smaller number (than \( p \)) of \( x_i \). Let

\[ \mathcal{I}_n = \{1 \leq i \leq p : \beta_{n,i} \neq 0\}, \]  

and \( d \equiv d_n = |\mathcal{I}_n| \), denoting the number of elements in \( \mathcal{I}_n \). We assume that \( d \) is smaller or much smaller than \( p \), although we allow \( d \to \infty \) together with \( n \) and \( p \) (at a much slower rate; see (20) below).

2.2 Algorithm

We introduce some notation first. For any subset \( J \subset \{1, \cdots, p\} \), let \( X_J \) denote the \( n \times \lvert J \rvert \) matrix consisting of the columns of \( X \) corresponding to the indices in \( J \), and \( \beta_J \) the \( |J| \)-vector consisting of the components \( \beta \) corresponding to the indices in \( J \). Put

\[ P_J = X_J (X_J'X_J)^{-1}X_J', \quad P_J^\perp = I_n - P_J, \quad L_{u,v}(J) = u'P_J^\perp v, \quad u, v \in \mathbb{R}^n, \]  

i.e. \( P_J \) is the projection matrix onto the linear space spanned by the columns of \( X_J \), and \( L_{y,y}(J) \) is the sum of the squared residuals resulted from the least squares fitting \( \hat{y} = X_J \hat{\beta}_J = P_J y \).

The algorithm concerned is based on a combined use of the standard stepwise addition and deletion with some adjusted information criteria. The adjustment is necessary in order to ensure
that the algorithm works even when \( p \) is (much) greater than \( n \). The searching consists of two stages: First we start with the optimal regression set with only one regressor \( \mathcal{J}_1 \). By adding one variable each time, we obtain an optimum regression set \( \mathcal{J}_k \) with \( k \) regressors for \( k = 2, 3, \cdots \). The newly added variable is selected such that the decrease in the sum of the squared residuals is maximized. Note that \( \mathcal{J}_k \) is not necessarily the optimal regression set with \( k \) regressors. We adopt this stepwise addition searching for its computational efficiency. The forward search continues as long as the adjusted BIC value decreases. When the forward search stops at step \( \tilde{k} \), we set \( \tilde{\mathcal{I}}_{n,1} \equiv \mathcal{J}_{\tilde{k}} \) as an initial estimator for \( \mathcal{I}_n \). The second stage starts with \( \mathcal{J}^*_{\tilde{k}} = \tilde{\mathcal{I}}_{n,1} \). We delete one variable each time; obtaining an optimum regression set \( \mathcal{J}^*_{k} \) for \( k = \tilde{k} - 1, \tilde{k} - 2, \cdots \). The variable deleted at each step is specified such that the increase in the sum of the squared residuals is minimized. The backward deletion continues as long as the adjusted BIC decreases. When the backward deletion stops at \( \hat{k} \), we set \( \hat{\mathcal{I}}_{n,2} \equiv \mathcal{J}^*_{\hat{k}} \) as the final estimator for \( \mathcal{I}_n \). Note that the searching in Stage II is among \( \tilde{k} \) (instead of \( p \)) variables only, and \( \tilde{k} \leq n \) with probability 1 even when \( p >> n \). In practice it is often the case that \( \tilde{k} \) is much smaller than \( n \). The computation involved is a standard stepwise regression problem which can be implemented in an efficient manner using the standard elimination algorithms; see Remark 1(ii) below.

**Stage I – Forward addition:**

1. Let \( \mathcal{J}_1 = \{j_1\} \), where
   \[
   j_1 = \arg \min_{1 \leq i \leq p} L_{y,y}(\{i\}).
   \] (4)

   Put
   \[
   \text{BICP}_1 = \log \{L_{y,y}(\mathcal{J}_1) / n\} + 2 \log p / n.
   \]

   2. Continue with \( k = 2, 3, \cdots \), provided \( \text{BICP}_k < \text{BICP}_{k-1} \), where
   \[
   \text{BICP}_k = \log \{L_{y,y}(\mathcal{J}_k) / n\} + \frac{2k}{n} \log p. \] (5)

   In the above expression, \( \mathcal{J}_k = \mathcal{J}_{k-1} \cup \{j_k\} \), and
   \[
   j_k = \arg \max_{i \notin \mathcal{J}_{k-1}} \left[ L_{y,y}(\mathcal{J}_{k-1}) - L_{y,y}(\mathcal{J}_{k-1} \cup \{i\}) \right] \] (6)

   \[
   = \arg \max_{i \notin \mathcal{J}_{k-1}} \frac{L^2_{y,x_i}(\mathcal{J}_{k-1})}{L_{x_i,x_i}(\mathcal{J}_{k-1})}.
   \]
3. For $\text{BICP}_k \geq \text{BICP}_{k-1}$, let $\tilde{k} = k - 1$, and $\hat{I}_{n,1} = \mathcal{J}_k$.

**Stage II – Backward deletion:**

4. Let $\text{BICP}^*_k = \text{BICP}_k$ and $\mathcal{J}^*_k = \hat{I}_{n,1}$.

5. Continue with $k = \tilde{k} - 1, \tilde{k} - 2, \ldots$, provided $\text{BICP}^*_k \leq \text{BICP}^*_{k+1}$, where

$$\text{BICP}^*_k = \log\{L_{y,y}(\mathcal{J}^*_k)/n\} + \frac{2k}{n} \log p. \quad (7)$$

In the above expression, $\mathcal{J}^*_k = \mathcal{J}^*_{k+1} \setminus \{j_k\}$, and

$$j_k = \arg\min_{i\in\mathcal{J}^*_{k+1}} [L_{y,y}(\mathcal{J}^*_k \setminus \{i\}) - L_{y,y}(\mathcal{J}^*_k)].$$

6. For $\text{BICP}^*_k > \text{BICP}^*_{k+1}$, let $\tilde{k} = k + 1$, and $\hat{I}_{n,2} = \mathcal{J}^*_k$.

**Remark 1.** (i) In the above algorithm, the criterion BICP (abbreviating for BIC modified for the cases with large $p$) is used, which replaces the penalty $\log n/n$ in the standard BIC by $2\log p/n$ and is designed for the cases $p \approx n$ or $p > n$. One alternative is to use the BICC (abbreviating for BIC with an added constant) defined as follows:

$$\text{BICC}_k = \log\{L_{y,y}(\mathcal{J}_k)/n\} + c_0 + \frac{k}{n} \log n, \quad (8)$$

where $c_0 > 0$ is a constant. Note that BICC uses exactly the same penalty term $\log n/n$ as in the standard BIC. The only difference is to insert a positive constant $c_0$ in the logarithmic function. This modification is necessary when $p$ is greater than $n$. Note that for $k$ sufficiently close to $n$, $L_{y,y}(\mathcal{J}_k)$ is very close to 0. Therefore

$$\log\{L_{y,y}(\mathcal{J}_{k-1})\} - \log\{L_{y,y}(\mathcal{J}_k)\} \approx \{L_{y,y}(\mathcal{J}_{k-1}) - L_{y,y}(\mathcal{J}_k)\}/L_{y,y}(\mathcal{J}_k)$$

may be very large even when the decrease in residual $L_{y,y}(\mathcal{J}_{k-1}) - L_{y,y}(\mathcal{J}_k)$ is negligible. Inserting $c_0$ overcomes this problem. In practical implementation, we may simply set $c_0$ equal to 0.2 times of the sample variance of $y$. Although the theoretical properties of the BICC for $p \geq n$ are unknown, our stimulation study shows that it outperforms the BICP. We also note that when $p$ is fixed (as $n \to \infty$), the asymptotic properties of BIC established by An and Gu (1985, 1987) also apply to the BICC.
(ii) The stepwise addition and deletion may be implemented in terms of the so-called sweep operation. For the stepwise addition in Stage I, we set \( L^0 = (X, y)'(X, y) \equiv (\ell_{i,j}^0) \) which is a \((p + 1) \times (p + 1)\) matrix. Adding one variable, say, \( x_i \), in the \( k \)-th step corresponds to transfer \( L^{k-1} = (\ell_{i,j}^{k-1}) \) to \( L^k = (\ell_{i,j}^k) \) by the sweep operation:

\[
\ell_{i,i}^k = 1/\ell_{i,i}^{k-1}, \quad \ell_{j,m}^k = \ell_{j,m}^{k-1} - \ell_{i,m}^{k-1} \ell_{j,i}^{k-1} / \ell_{i,i}^{k-1} \quad \text{for} \ j \neq i \ \text{and} \ m \neq i,
\]

\[
\ell_{i,j}^k = \ell_{i,j}^{k-1} / \ell_{i,i}^{k-1} \quad \text{and} \quad \ell_{j,i}^k = -\ell_{i,j}^{k-1} / \ell_{i,i}^{k-1} \quad \text{for} \ j \neq i.
\]

Then

\[
Ly,y(J_{k-1}) - Ly,y(J_{k-1} \cup \{i\}) = \left(\ell_{i,p}^{k-1}\right)^2 / \ell_{i,i}^{k-1}, \quad i \notin J_{k-1}.
\]

For the stepwise deletion in Stage II, the same sweep operation applies with the initial matrix \( L^0 = L^\tilde{k} \) obtained in Stage I. For \( k = \tilde{k} - 1, \tilde{k} - 2, \cdots \),

\[
Ly,y(J^*_k \setminus \{i\}) - Ly,y(J^*_k) = \left(\ell_{i,p+1}^{k-1}\right)^2 / \ell_{i,i}^{k-1}, \quad i \in J^*_k.
\]

(iii) It always holds that \( \text{rank}(X_{J_k}) = \tilde{k} \). As \( L_{x_i,x_i}(J_{k-1}) = 0 \) for any \( x_i \) in the linear space spanned by the columns of \( X_{J_{k-1}} \), adding such an \( x_i \) to \( J_{k-1} \) will not reduce the sum of the squared residuals and, therefore, will only increase the BICP (or BICC) value. Hence the new entry to \( J_k \), for \( k \leq \tilde{k} \), must not be in the linear space spanned by the columns of \( X_{J_{k-1}} \). Furthermore, \( \tilde{k} \leq n \) with probability 1.

(iv) In the forward search, if it happens that \( Ly,y(J_{k-1}) - Ly,y(J_{k-1} \cup \{i\}) \) is practically 0 for some \( i \notin J_{k-1} \), \( x_i \) should be excluded from the further search. This is more likely to happen when \( p >> n \), and then the elimination would improve the computation efficiency.

(v) When \( p \geq n \), the true mean \( \mu = X_{\tilde{I}_n}twor_{\tilde{I}_n} = X\beta \) may be represented as linear combinations of any full-ranked \( n \times n \) submatrix of \( X \). There is a possibility in theory, although unlikely in practice, that our forward stepwise addition estimator \( \hat{I}_{n,1} \) misses the majority of the members in \( \mathcal{I}_n \). In practice, we may start the forward search based on the subset of \( j \) regressors with the optimal fit, where \( j \geq 1 \) is a small integer. This should further reduce the small probability of the event that \( \hat{I}_{n,1} \) ends as a non-sparse set.
2.3 Performance of the forward search: heuristics

Before presenting the formal asymptotic results in section 4 below, we first study the performance of the forward search.

Given $J_{k-1}$, the objective of the $k$-th step of the forward search is to find an index $j = j_k$ with large $\mu_{j,k}$, where $\mu_{j,k} \equiv \| P_{J_{k-1} \cup \{ j \}} P_{J_{k-1}} \mu \|$. Theorem 1 below states that the forward search finds all $j$ with $\beta_j \neq 0$ within $k^*_1 \land k^*_2$ steps, if $\mu_{j,k}$ is within a $\gamma$ fraction of the maximum $\mu^*_k \equiv \max_j \mu_{j,k}$, where $\gamma \in [0,1)$ is a constant, and $k^*_1$ and $k^*_2$ are positive integers satisfying

$$
d_n \log \left( \frac{c_\gamma d_n}{n \beta_s^2} \right) + 1 + \log \sqrt{d_n/(2\pi)} \leq (1 - \gamma)^2 \sum_{k=1}^{k^*_1} \psi_{k-1}, \tag{9}
$$

and

$$
\min \left\{ \frac{\| \mu \|^2}{(1 - \gamma)^2 n \beta_s^2} \frac{d_n (d_n + 1)}{2(1 - \gamma)^2} \right\} \leq \sum_{k=1}^{k^*_2} \psi_{k-1}. \tag{10}
$$

In the above expressions, $\mu = X\beta$, $d_n = |I_n|$ (see (2)), $\beta_s = \min_{j \in I_n} |\beta_j|$, $0 < c_* \leq \psi_{k^*_1 \land k^*_2 - 1}$, $\phi_{\min}(J)$ denotes the minimum eigenvalue of $X' J X / n$, and

$$
\psi_k = \min \{ \phi_{\min}(J \cup I_n) : |J| \leq k \}. \tag{11}
$$

**Theorem 1** Let $J_k = J_{k-1} \cup \{ j_k \}$ be a sequence of models satisfying $\mu_{j_k,k} \geq (1 - \gamma)\mu^*_k$. Then, $J_k \supseteq I_n$ for a certain $k \leq k^* = k^*_1 \land k^*_2$.

If $\psi_k$ does not vanish too fast, Theorem 1 asserts the upper bound $k^* = O(d_n)$ when $\| \mu \|^2 \asymp d_n n \beta_s^2$ and $k^* = O(d_\gamma^2)$ in the worst case. In sparse recovery where $y = \mu$, the forward search attains the optimal $\mu^*_k$ in each step, so that $\gamma = 0$ in Theorem 1. For $\epsilon \neq 0$, Theorem 1 allows sub-optimal choices up to an error of $\gamma \mu^*_k$. To this end, the essential difficulty is to deal with the fact that the number of candidate models goes to infinity. Our idea is to find a series of collections $\mathcal{C}_k$ of deterministic models such that (i) the cardinality $|\mathcal{C}_k|$ diverges not too fast, and (ii) the forward search selects models in these collections, $J_k \in \mathcal{C}_k$, with high probability. Note that the identification of those collections of deterministic models is purely for the purpose of our theoretical investigation, which is not required in the implementation of our stepwise search.

The natural choice of the $\mathcal{C}_k$ based on Theorem 1 is

$$
\mathcal{C}_k = \left\{ \{ j_1, \ldots, j_k \} : \mu_{j_k,k} \geq (1 - \gamma)\mu^*_k > 0 \right\}, \quad k \geq 1, \tag{12}
$$
where \( \mu_{j,k} = \| \mathbf{P}_{\{j_1, \ldots, j_{k-1}, j\}} \mathbf{P}_{\{j_1, \ldots, j_{k-1}\}}^\perp \mathbf{\mu} \| \) and \( \mu^*_{k} = \max_{j \leq p} \mu_{j,k} \). Since

\[
1 - P \left\{ \mathcal{J}_k \in \mathcal{C}_k \forall \mu^*_k > 0 \right\} \leq \sum_{k=1}^{d^*_n} P \left\{ \mathcal{J}_{k-1} \in \mathcal{C}_{k-1}, \mu_{jk,k} < (1 - \gamma) \mu^*_k \right\},
\]

the probability calculation with step \( k \) only involves \( |\mathcal{C}_{k-1}|(p - k + 1) \) combinations of \{J_{k-1}, j_k\}. This could be much smaller that the cardinality \((p)^k \) for the collection of all possible realizations of \( \mathcal{J}_k \).

### 3 Numerical properties

We illustrate the proposed methods by two simulated examples. For BICC, we set \( c_0 = 0.2 s_y^2 \), where \( s_y^2 \) denotes the sample variance of \( y \). For the comparison purpose, we also include three other model selection methods: a version of LASSO, the extended BIC (EBIC) of Chen and Chen (2008), and the greedy forward-backward search (FoBa) of Zhang (2009b). A LASSO estimator is defined as the minimizer of the function

\[
\frac{1}{2n} \| y - \mathbf{X} \beta \|^2 + \lambda \sum_{j=1}^{p} |\beta_{n,j}|.
\]

To make it comparable with our BICP stepwise selector, we set \( \lambda = \sigma \sqrt{2/\log p/n} \) and standardize the data such that \( \| \mathbf{x}_j \| = \sqrt{n} \) for all \( j \), where \( \sigma^2 \) is the true value of \( \text{Var}(\varepsilon_i) \), and is only known in simulation. It can be seen from (31) and Lemma 3 below, the BICP adds a new variable by performing an \( F_{1,n-k-1} \) test at the threshold \( (n - k - 1)\{e^{2\log p/n - 1} - 1\} \approx 2 \log p \), while the LASSO selects a new variable \( \mathbf{x}_j \) by performing approximately a \( z \)-test \( \chi^2_1 \approx n^2 \lambda^2 / \{\| \mathbf{x}_j \|^2 \sigma^2 \} = 2 \log p \). As \( F_{1,q} \approx \chi^2_1 \) for large \( q \), the two methods are approximately comparable.

The EBIC proposed by Chen and Chen (2008) represents an alternative extension of the classical BIC. Instead of BICP and BICC defined in (5) and (8) respectively, it uses the information criterion

\[
\text{EBIC}_k = \log \{ L_{y,y}(\mathcal{J}_k) / n \} + k \log n / n + 2k \log p / n,
\]

which adds an additional penalty term \( 2 \log p / n \) in dealing with the case \( p > n \).

Different from the method of forward addition followed by backward deletion, the FoBa advocated by Zhang (2009b) performs (as many as possible) backward deletions after each forward
Table 1: Simulation results for Example 1 with $n = 200$ and $\varepsilon_i \sim N(0, 1)$: Means and standard deviations of $|\hat{d} - d|$ and the relative error rate $\hat{r}$.

| $p$  | $d$  | Method     | $|\hat{d} - d|$ | $|\hat{d} - d|$ |
|-----|-----|------------|-----------------|-----------------|
|     |     |            | Mean            | STD             |
|     |     |            | Mean            | STD             |
|     |     |            | Mean            | STD             |
| 1000| 10  | BICC       | 0.0750          | 0.2641          |
|     |     | BICP       | 0.5700          | 1.5417          |
|     |     | EBIC       | 0.1350          | 0.8368          |
|     |     | FoBa+BICC  | 0.0000          | 0.0000          |
|     |     | FoBa+BICP  | 0.0900          | 0.3039          |
|     |     | FoBa+EBIC  | 0.0250          | 0.1565          |
|     |     | FoBa       | 0.1000          | 0.3170          |
|     |     | LASSO      | 4.5900          | 2.8181          |
| 2000| 10  | BICC       | 0.1900          | 0.4527          |
|     |     | BICP       | 1.3750          | 2.6646          |
|     |     | EBIC       | 8.4550          | 9.1859          |
|     |     | FoBa+BICC  | 0.0150          | 0.1578          |
|     |     | FoBa+BICP  | 0.5000          | 1.6442          |
|     |     | FoBa+EBIC  | 9.1600          | 9.3020          |
|     |     | FoBa       | 0.8350          | 1.1810          |
|     |     | LASSO      | 26.3350         | 8.5044          |

addition, and stops when no more variables can be added or deleted. More precisely, the FoBa.
Table 2: Simulation results for Example 1 with \( n = 800 \) and \( \varepsilon_i \sim N(0,1) \): Means and standard deviations of \( |\hat{d} - d| \) and the relative error rate \( \hat{r} \).

<table>
<thead>
<tr>
<th>( p )</th>
<th>( d )</th>
<th>Method</th>
<th>( \hat{d} - d )</th>
<th>( \hat{r} )</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>Mean</td>
<td>STD</td>
</tr>
<tr>
<td>10000</td>
<td>25</td>
<td>BICC</td>
<td>0.0850</td>
<td>0.2796</td>
</tr>
<tr>
<td></td>
<td></td>
<td>BICP</td>
<td>0.2200</td>
<td>0.4719</td>
</tr>
<tr>
<td></td>
<td></td>
<td>EBIC</td>
<td>0.0100</td>
<td>0.0997</td>
</tr>
<tr>
<td></td>
<td></td>
<td>FoBa+BICC</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
<tr>
<td></td>
<td></td>
<td>FoBa+BICP</td>
<td>0.0050</td>
<td>0.0707</td>
</tr>
<tr>
<td></td>
<td></td>
<td>FoBa+EBIC</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
<tr>
<td></td>
<td></td>
<td>FoBa</td>
<td>0.1150</td>
<td>0.3639</td>
</tr>
<tr>
<td></td>
<td></td>
<td>LASSO</td>
<td>6.3750</td>
<td>3.0596</td>
</tr>
<tr>
<td>10000</td>
<td>40</td>
<td>BICC</td>
<td>0.0900</td>
<td>0.2869</td>
</tr>
<tr>
<td></td>
<td></td>
<td>BICP</td>
<td>0.4050</td>
<td>0.9673</td>
</tr>
<tr>
<td></td>
<td></td>
<td>EBIC</td>
<td>0.0200</td>
<td>0.1404</td>
</tr>
<tr>
<td></td>
<td></td>
<td>FoBa+BICC</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
<tr>
<td></td>
<td></td>
<td>FoBa+BICP</td>
<td>0.0600</td>
<td>0.2583</td>
</tr>
<tr>
<td></td>
<td></td>
<td>FoBa+EBIC</td>
<td>0.0100</td>
<td>0.0997</td>
</tr>
<tr>
<td></td>
<td></td>
<td>FoBa</td>
<td>0.2400</td>
<td>0.5037</td>
</tr>
<tr>
<td></td>
<td></td>
<td>LASSO</td>
<td>20.0800</td>
<td>6.8350</td>
</tr>
<tr>
<td>20000</td>
<td>25</td>
<td>BICC</td>
<td>0.1000</td>
<td>0.3170</td>
</tr>
<tr>
<td></td>
<td></td>
<td>BICP</td>
<td>0.2300</td>
<td>0.5083</td>
</tr>
<tr>
<td></td>
<td></td>
<td>EBIC</td>
<td>0.0150</td>
<td>0.1219</td>
</tr>
<tr>
<td></td>
<td></td>
<td>FoBa+BICC</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
<tr>
<td></td>
<td></td>
<td>FoBa+BICP</td>
<td>0.0100</td>
<td>0.0997</td>
</tr>
<tr>
<td></td>
<td></td>
<td>FoBa+EBIC</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
<tr>
<td></td>
<td></td>
<td>FoBa</td>
<td>0.0900</td>
<td>0.3039</td>
</tr>
<tr>
<td></td>
<td></td>
<td>LASSO</td>
<td>9.9350</td>
<td>4.8205</td>
</tr>
<tr>
<td>20000</td>
<td>40</td>
<td>BICC</td>
<td>0.1950</td>
<td>0.4335</td>
</tr>
<tr>
<td></td>
<td></td>
<td>BICP</td>
<td>0.4950</td>
<td>0.9873</td>
</tr>
<tr>
<td></td>
<td></td>
<td>EBIC</td>
<td>0.0150</td>
<td>0.1219</td>
</tr>
<tr>
<td></td>
<td></td>
<td>FoBa+BICC</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
<tr>
<td></td>
<td></td>
<td>FoBa+BICP</td>
<td>0.0200</td>
<td>0.1404</td>
</tr>
<tr>
<td></td>
<td></td>
<td>FoBa+EBIC</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
<tr>
<td></td>
<td></td>
<td>FoBa</td>
<td>0.1900</td>
<td>0.4299</td>
</tr>
<tr>
<td></td>
<td></td>
<td>LASSO</td>
<td>32.8850</td>
<td>10.9816</td>
</tr>
</tbody>
</table>

adds a new variable to the selected model \( J \) if

\[
\max_{i \notin J} \left\{ L_{y,y}(J) - L_{y,y}(J \cup \{i\}) \right\} > \epsilon,
\] (15)
Table 3: Simulation results for Example 1 with $\varepsilon_i \sim N(0, \sigma^2)$: Means and standard deviations of $|\hat{d} - d|$ and the relative error rate, where $n = 800$, $p = 10000$ and $d = 25$.

| $\sigma^2$ | Method          | $|\hat{d} - d|$ | $\hat{r}$ |
|-----------|-----------------|-----------------|------------|
|           |                 | Mean  | STD  | Mean  | STD  |
| 4         | BICC            | 0.2800 | 0.5596 | 0.0063 | 0.0133 |
|           | BICP            | 0.2900 | 0.5266 | 0.0067 | 0.0123 |
|           | EBIC            | 0.4150 | 0.6893 | 0.0088 | 0.0150 |
|           | FoBa+BICC       | 0.1500 | 0.4103 | 0.0032 | 0.0087 |
|           | FoBa+BICC.1     | 0.6750 | 0.8620 | 0.0146 | 0.0192 |
|           | FoBa+BICC.2     | 2.1850 | 1.4286 | 0.0501 | 0.0358 |
|           | FoBa+BICP       | 0.1050 | 0.3530 | 0.0022 | 0.0075 |
|           | FoBa+EBIC       | 0.4150 | 0.6966 | 0.0089 | 0.0152 |
|           | FoBa            | 0.3550 | 0.6566 | 0.0076 | 0.0143 |
|           | LASSO           | 5.2300 | 2.6328 | 0.0909 | 0.0348 |
| 9         | BICC            | 1.4850 | 1.4283 | 0.0569 | 0.0370 |
|           | BICP            | 1.7850 | 1.3520 | 0.0485 | 0.0358 |
|           | EBIC            | 3.5600 | 1.9430 | 0.0884 | 0.0553 |
|           | FoBa+BICC       | 1.4400 | 1.2345 | 0.0331 | 0.0294 |
|           | FoBa+BICC.1     | 2.4700 | 1.4245 | 0.0571 | 0.0363 |
|           | FoBa+BICC.2     | 4.2000 | 1.8045 | 0.1056 | 0.0543 |
|           | FoBa+BICP       | 1.9500 | 1.3846 | 0.0445 | 0.0341 |
|           | FoBa+EBIC       | 3.5850 | 1.9524 | 0.0888 | 0.0561 |
|           | FoBa            | 0.8950 | 0.8471 | 0.0272 | 0.0236 |
|           | LASSO           | 3.3850 | 2.2963 | 0.1262 | 0.0448 |
| 16        | BICC            | 4.7800 | 3.6508 | 0.1648 | 0.0616 |
|           | BICP            | 4.8000 | 2.2551 | 0.1383 | 0.0753 |
|           | EBIC            | 7.7000 | 2.6581 | 0.2421 | 0.1272 |
|           | FoBa+BICC       | 3.5450 | 1.8343 | 0.0893 | 0.0526 |
|           | FoBa+BICC.1     | 4.7950 | 1.9780 | 0.1253 | 0.0633 |
|           | FoBa+BICC.2     | 6.5700 | 2.0728 | 0.1872 | 0.0813 |
|           | FoBa+BICP       | 5.1050 | 2.2268 | 0.1367 | 0.0766 |
|           | FoBa+EBIC       | 7.7500 | 2.6764 | 0.2440 | 0.1282 |
|           | FoBa            | 8.3100 | 3.2133 | 0.1564 | 0.0403 |
|           | LASSO           | 2.4900 | 1.9231 | 0.1887 | 0.0588 |
| 25        | BICC            | 10.7500 | 6.0623 | 0.2811 | 0.0687 |
|           | BICP            | 8.0650 | 2.6939 | 0.2691 | 0.1269 |
|           | EBIC            | 11.3100 | 2.8574 | 0.4569 | 0.2153 |
|           | FoBa+BICC       | 6.1250 | 2.2054 | 0.1775 | 0.0839 |
|           | FoBa+BICC.1     | 7.5050 | 2.2751 | 0.2277 | 0.0988 |
|           | FoBa+BICC.2     | 8.9500 | 2.3782 | 0.2967 | 0.1238 |
|           | FoBa+BICP       | 8.3100 | 2.5389 | 0.2677 | 0.1266 |
|           | FoBa+EBIC       | 11.3700 | 2.8555 | 0.4611 | 0.2192 |
|           | FoBa            | 29.0550 | 6.1220 | 0.2998 | 0.0310 |
|           | LASSO           | 4.3400 | 2.7718 | 0.2734 | 0.0851 |
where $\epsilon > 0$ is a prescribed constant. After adding $j = \arg \max_{i \in \mathcal{J}} \{L_{y,y}(\mathcal{J}) - L_{y,y}(\mathcal{J} \cup \{i\})\}$ to model $\mathcal{J}$, the FoBa deletes a variable if
\[
\min_{i \in \mathcal{J}^*} \frac{L_{y,y}(\mathcal{J}^* \setminus \{i\}) - L_{y,y}(\mathcal{J})}{L_{y,y}(\mathcal{J}) - L_{y,y}(\mathcal{J}^*)} < \nu,
\]
where $\mathcal{J}^* = \mathcal{J} \cup \{j\}$, and $\nu \in (0, 1)$ is a prescribed constant. In our implementation below, we set $\epsilon = 9.766 \log(2p)/n$ and $\nu = 0.5$.

While the idea of deleting all the redundant variables after each addition is appealing and may improve the search, it is computationally more time-consuming than the algorithm presented in section 2.2 with one-way forward search followed by one-way backward deletion, although the difference is less substantial when $p$ is large or very large, as then the computation of the initial matrix $L^0$ (see Remark 1(ii)) contributes a major part of the computing time for those greedy algorithms.

**Example 1.** First we consider model (1) with all $x_{ij}$ and $\epsilon_i$ independent $N(0, 1)$. We let sample size $n = 200$ or 800. For $n = 200$, we set the number of regression variables $p = 1000$ or 2000, and the number of non-zero coefficients $d = 10$ or 25. For $n = 800$, we set $p = 10000$ or 20000, and $d = 25$ or 40. The non-zero regression coefficients are of the form $(-1)^u (b + |v|)$, where $b = 2.5 \sqrt{2 \log p/n}$, $u$ is a Bernoulli random variable with $P(u = 1) = P(u = 0) = 0.5$, and $v \sim N(0, 1)$. For each setting, we replicate the simulation 200 times.

The simulation results are reported in Figure 1 which plots the selected numbers of regression variables from the 200 replications in the ascending order. For BICP, BICC and EBIC, both $\tilde{d}$, the number of variables selected by the forward search, and $\hat{d}$, the number of variables selected by the backward search, are plotted together. By the definitions, it holds that $\tilde{d} \geq \hat{d}$, though $\tilde{d} = \hat{d}$ in most the replications. Note both LASSO and FoBa only produce one estimated model.

Figure 1 indicates that the algorithm with the BICP works well in the sense that $\hat{d} = d$ in most replications, especially when $n = 800$. Both BICC and FoBa provide better performance in every settings. When $n = 200$ and $d = 25$, EBIC tends to select too fewer covariates due to the heavier penalty (than BICP) when the sample size $n = 200$. But for large samples with $n = 800$, BICC, EBIC and FoBa perform about equally well. However the version of LASSO employed turned out not competitive with the other four methods, although it has the advantage for knowing $\sigma$ which is not required by the other methods.
To have a fair comparisons on the different stopping rules used in the greedy searches, Figure 1 also includes the results from the using the FoBa algorithm but with both the stopping rules (15) and (16) replaced by BICP, BICC or EBIC. Now the FoBa coupled with BICC seems to further improve the performance. It is also clear that EBIC does not work as well as the other stopping rules for small sample size $n = 200$.

Tables 1 and 2 present the means and the standard deviations of the absolute difference $|\hat{d} - d|$ in the 200 replications for the different estimation methods with $n = 200$ and 800 respectively. Also listed are the means and the standard deviations of a relative error of a fitted model defined as

$$\hat{r} = \frac{(\text{number of selected wrong variables} + \text{number of unselected true variables})}{(2\hat{d})}.$$

Similar to the pattern in Figure 1, BICP, BICC and FoBa provided comparable performances while BICC is slightly better than FoBa, and BICP is slightly worse than FoBa. EBIC did not performed well when $n = 200$. The improvement from using BICC as the stopping rule instead of (15) and (16) in FoBa is also noticeable. However it is more striking that the LASSO estimation so defined is not competitive in comparison with all the other greedy search methods, in spite of its computational efficiency. Note that using $\lambda = \sigma \sqrt{(\log n)/n}$ in (14) leads to poorer estimates.

To examine the robustness with respect to the signal-to-noise ratio, we repeated the simulation with $\sigma^2 = \text{Var}(\varepsilon_i) = 4, 9, 16$ and 25. To save the space, we only report the results from the setting $(n, p, d) = (800, 10000, 25)$; see Figure 2 and Table 3. As we would expect, the methods penalizing log(RSS) such as BICP and EBIC are robust against the increase of $\sigma^2$. The methods penalizing RSS directly such as FoBa are less so. The version of LASSO method appeared to work well. This is an artifact as we used $\lambda = \sigma \sqrt{2(\log p)/n}$ in (14) in the simulation with $\sigma^2$ being the true value of $\text{Var}(\varepsilon_i)$. It is noticeable that BICC is less robust that BICP, as the choice of $c_0$ should depend on $\sigma^2$; see (8).

**Example 2.** We use the same setting as in Example 1 with the added dependence structure as follows: for any $1 \leq k \leq n$ and $1 \leq i \neq j \leq d$,

$$\text{Corr}(X_{ki}, X_{kj}) = (-1)^{u_1}(0.5)^{|i-j|}, \quad \text{Corr}(X_{ki}, X_{k,i+d}) = (-1)^{u_2}\rho,$$
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\[ \text{Corr}(X_{ki}, X_{k,i+2d}) = (-1)^{u_3}(1 - \rho^2)^{1/2}, \]

where \( \rho \) is drawn from the uniform distribution on the interval \([0.2, 0.8]\), and \( u_1, u_2 \) and \( u_3 \) are independent and are of the same distribution as \( u \) in Example 1. All \( x_{ki} \), for \( i > 3d \), are independent. We assume that the first \( d \) regression variables have the non-zero coefficients. The simulation results are depicted in Figure 3 which shows the similar pattern to that of Figure 1, although the performance is hampered slightly by the dependence among the regressors.

### 4 Main theoretical result

Theorem 2 below shows that with probability converging to 1, the estimator \( \hat{I}_{n,1} \) from the forward addition alone contains the true model \( I_n \), and with a backward deletion following the forward addition, \( \hat{I}_{n,2} \) is a consistent estimator for \( I_n \).

We introduce some notation first. Let \( \phi_{\min}(\mathcal{J}) \) and \( \phi_{\max}(\mathcal{J}) \) denote, respectively, the minimum and the maximum eigenvalues of \( X_{\mathcal{J}}'X_{\mathcal{J}}/n \). Let \( \psi_k \) be as in (11) and define

\[ \phi_k = \min_{|\mathcal{J}|=k} \phi_{\min}(\mathcal{J}), \quad \phi^*_k = \max_{|\mathcal{J}|=k} \phi_{\max}(\mathcal{J}), \]

\[ m_k = \inf \{ m : d_n \phi_m^*/m < (1 - \gamma)^2 \phi_{k-1} \psi_k \}. \]  

(17)

(18)

We will prove in the Appendix that the cardinality of the collection \( \mathcal{C}_k \) in (12) is bounded by \(|\mathcal{C}_k| \leq \prod_{j=1}^{k} (m_k - 1)\). Let \( ||x_j||^2 = n \) for all \( 1 \leq j \leq p \) and \( \{I_n, \mu, d_n, \beta, c_s, \gamma, k_1^*, k_2^*\} \) be as in (9) and (10) with a fixed \( c_s > 0 \). Some regularity conditions are now in order.

**C1** (Conditions on \( d_n, p, \beta, k^* = k_1^* \wedge k_2^* \))

\[ \beta_s \geq M_0 \sigma \sqrt{2 \log p} / n, \quad \sum_{k=1}^{k^*} \log m_k \leq \eta_1 \log p, \]  

(19)

with \( M_0 \geq \sqrt{1 + \eta_1 + \sqrt{\eta_1}} / (c_s \gamma) \) and \( \eta_1 > 0 \), and

\[ d_n \leq M_1 n / (2 \log p), \quad k^*(\log p) / n = O(1), \quad (k^* + \log p) / n \to 0, \]  

(20)

with \( c_s M_0^2 M_1 < (c_s M_0 - \sqrt{\eta_1})^2 / (1 + \eta_0) - 1 \).
C2 (Adjustment for BICP) The estimators $\hat{I}_{1,n}$ and $\hat{I}_{2,n}$ are defined as in section 2.2 but with BICP adjusted by a factor $(1 + \eta_0)$ to

$$BICP_k = \log\{L_{y'y}(J_k)/n\} + 2k(1 + \eta_0)(\log p)/n,$$  \hfill (21)

and BICP adjusted in the same manner.

C3 (Additional condition on $k^*$ for backward deletion.)

$$\log(k^! \leq \eta_2 \log p \quad \text{with} \quad \eta_1 + \eta_2 \leq \min\{1 + \eta_0, c_*(M_0/2)^2\}.$$  \hfill (22)

Theorem 2 Suppose conditions C1 and C2 hold with $\eta_0 \geq \eta_1$. Then,

$$P\{\hat{I}_{n,1} \supset I_n, \, k < k^*, \, |\tilde{\sigma}_{n,1} - \sigma| \leq \epsilon\} \to 1 \forall \epsilon > 0,$$  \hfill (23)

where $\tilde{\sigma}_{n,1}^2 = \|P_{\hat{I}_{n,1}} y\|^2/(n - |\hat{I}_{n,1}|)$. If in addition condition C3 hold, then

$$P\{\hat{I}_{n,2} = I_n\} \to 1$$  \hfill (24)

and the efficient estimation of $\mu$, $\beta$ and $\sigma^2$ is attained with

$$\hat{\mu} = P_{\hat{I}_{n,2}} y, \quad \hat{\beta} = (X'_{\hat{I}_{n,2}} X_{\hat{I}_{n,2}})^{-1} X'_{\hat{I}_{n,2}} y, \quad \hat{\sigma}_{n}^2 = \frac{\|I_n - P_{\hat{I}_{n,2}} y\|^2}{n - |I_{n,2}|}. \hfill (25)$$

Remark 2. (i) The sparse Riesz condition (Zhang and Huang, 2008) asserts

$$c_* \leq \phi d_n^* \leq \phi_{dn}^* \leq c^*$$  \hfill (26)

with fixed $0 < c_* < c^* < \infty$ and $d_n^* \to \infty$, which weakens the restricted isometry condition (Candès and Tao 2005) by allowing $c^* - 1 \neq 1 - c_*$. Such conditions are often used in the ‘large $p$ and and small $n$’ literature. Random matrix theory provides (26) with $d_n^* \log(p/d_n^*) = a_0 n$ for fixed $\{c_*, c^*\}$ and certain small $a_0$, allowing $p \gg n$. Under (26), $k^* = k^*_1 \leq d_n^*$ in (9) for the vector $\beta$ when

$$d_n \log \left(\frac{e\|\mu\|^2}{c_* d_n n \beta_{c^*}^2}\right) + 1 + \log \sqrt{d_n/(2\pi)} \leq c_*(d_n^* - d_n)$$

and for $k^* + d_n \leq d_n^*$,

$$m_k \leq d_n c^*/\{(1 - \gamma)^2 c_{c^*}^2\} + 1.$$  \hfill 17
Thus, (26) can be viewed as a crude sufficient condition to guarantee manageable growth of $k^*$ and $|\mathcal{C}_k|$ in conditions $C1$ and $C3$, with $\max_{k \leq k^*} m_k = O(d_n)$ and $k^* = O(d_n)$ in the case of $\|\mu\|^2 = O(d_n n \beta^2)$). Under such scenarios, the main sparsity requirement of Theorem 2 is $d_n \log d_n = O(\log p)$.

(ii) Condition $C1$ requires that the non-zero regression coefficient in model (1) be at least of the order $O\left(\left\{ (\log p) / n \right\}^{1/2} \right)$, the smallest order possible for consistent variable selection (Wainwright, 2009b; Zhang, 2007).

(iii) To prove the consistency in (23) and (24), we need to increase the penalty level in the BICP by a fraction $\eta_0$ as in condition $C2$. Meanwhile, conservative Bonferroni estimates of multiple testing errors are used in all stages of the proofs of our theorems. For highly sparse $\beta$, we prove in Theorem 3 that the conclusions of Theorem 2 holds for the simple BICP (5). Thus, it is reasonable to use the slightly more aggressive (5) for both the forward and backward stopping rules. Our simulation results, not reported here, also conforms with this recommendation.

Theorem 2 is proved in the appendix by showing that with high probability, (a) the forward search stays within $\mathcal{J}_k \in \mathcal{C}_k$ before it finds all variables with $\beta_j \neq 0$, (b) BICP stops the forward search as soon as all the variables with $\beta_j \neq 0$ are found, and (c) the backward deletion deletes exactly all falsely discovered variables in the forward addition. The fact (b) is of independent interest, although it is not a consequence of Theorem 2.

For highly sparse $\beta$ satisfying $d_n \log d_n \leq (\log \log p) / 2$, a modification of Theorem 2 provides the selection consistency of the simpler and more explicit BICP in (5). We state this result in the theorem below. Note that when $d_n$ is bounded, the conditions $C1$, $C3$ and (27) below are easily fulfilled.

**Theorem 3** Suppose condition $C1$ holds with $\eta_0 = 0$ and

$$\sum_{k=1}^{k^*} |\mathcal{C}_k| \ll \sqrt{\log p}. \quad (27)$$

Then, (23) holds for the BICP$_k$ in (5). If in addition condition $C3$ holds, then (24) and (25) hold for the BICP$_k$ in (5).

Although we focus in this paper on the BICP criterion, the methods developed for the proofs
can be used for investigating a number of related forward search procedures and also, for example, the $\ell_2$- boosting of Bühlmann (2006).

5 Appendix

Here we prove Theorems 1, 2 and 3. We introduce technical lemmas and their proofs as needed.

The proof of Theorem 1 uses the following lemma to derive lower bounds for the reduction of residual sum of squares in an approximate forward search.

Lemma 1 Let $\psi_k$ be as in (11), $\beta_*$ in (9), $\mu_{j,k} = \|P_{J_{k-1} \cup \{j\}} P_{J_{k-1}} ^\perp \mu\|$ with a certain $J_{k-1}$ of size $|J_{k-1}| = k - 1$, and $\mu_k^* = \max_j \mu_{j,k}$. Then,

$$|I_n \setminus J_{k-1}|(\mu_k^*)^2 \geq \psi_{k-1}\|P_{J_{k-1}} ^\perp \mu\|^2 \geq \psi_{k-1}^2 n \sum_{j \in I_n \setminus J_{k-1}} J_{k-1}^2.$$  \hfill (28)

In particular, for $I_n \setminus J_{k-1} \neq \emptyset$, $\mu_k^* \geq \psi_{k-1} \sqrt{n} \beta_*$.

Proof of Lemma 1. Let $A = I_n \cup J_{k-1}$ and $B = I_n \setminus J_{k-1}$. By (11), $\phi_{\min}(A) \geq \psi_{k-1}$. Since $\mu_{j,k} = 0$ for $j \in J_{k-1}$ and $\|P_{J_{k-1}} x_j\|^2 \leq n$, \[
|B|(\mu_k^*)^2 \geq \sum_{j \in B} \frac{|x_j^T P_{J_{k-1}} ^\perp \mu|^2}{n} = \mu' P_{J_{k-1}} ^\perp (X_A X_A'/n) P_{J_{k-1}} ^\perp \mu.
\]

This gives (28) since $P_{J_{k-1}} ^\perp \mu$ is in the column space of $X_A$ and $\|P_{J_{k-1}} ^\perp \mu\|^2 \geq \psi_{k-1} n \|\beta_B\|^2$ as in Lemma 1 of Zhang and Huang (2008). \hfill \Box

Proof of Theorem 1. Let $k_m = \min\{k : |J_k \cap I_n| = m\}$, $B_m = I_n \setminus J_{k_m}$, and $\xi_m = \|\beta_B\|^2 / |B_m|$. Since $k_{dn} \leq k_2^*$ iff $\|P_{J_{k_2}} \mu\| = 0$, we assume $\|P_{J_{k_2}} \mu\| > 0$. Since $\|P_{J_{k}} P_{J_{k-1}} ^\perp \mu\| \geq (1 - \gamma) \mu_k^*$, Lemma 1 implies

$$\sum_{k = k_{j-1} + 1}^{k_{j-1} + k_2^*} \psi_{k-1}^2 \leq \sum_{k = k_{j-1} + 1}^{k_{j-1} + k_2^*} \frac{\|P_{J_{k}} P_{J_{k-1}} ^\perp \mu\|^2}{(1 - \gamma)^2 n \xi_{j-1}} \leq \frac{\|P_{J_{k}} P_{J_{k-1}} ^\perp \mu\|^2}{(1 - \gamma)^2 n \xi_{j-1}}.$$

Since $\xi_{j-1} \geq \beta_*^2$ and $\|P_{J_{k}} P_{J_{k-1}} ^\perp \mu\|^2 \leq \|X_{B_{j-1}} \beta_{B_{j-1}}\|^2 \leq n \phi_{\max}(I_n) \|\beta_{B_{j-1}}\|^2$, \[
\sum_{k = k_{j-1} + 1}^{k_{j-1} + k_2^*} \psi_{k-1}^2 \leq \frac{n \phi_{\max}(I_n) d_n (d_n + 1)}{2 (1 - \gamma)^2 n \beta_*^2} \leq \sum_{k = 1}^{k_{j-1} + k_2^*} \psi_{k-1}^2.
\]
The inequality is strict due to \( \|P_{\mathcal{J}_k} \mu\| > 0 \). This gives \( k_{dn} \leq k_2^* \). For \( k_1^* \),

\[
(1 - \gamma)^2 \sum_{k=1}^{k_{dn} \wedge k_1^*} \psi_{k-1} \leq \sum_{j=1}^{d_n} \sum_{k=k_j-\wedge k_1^*+1}^{k_{dn} \wedge k_1^*} \frac{(m - j + 1)\|P_{\mathcal{J}_k} P_{\mathcal{J}_{k-1}} \mu\|^2}{\max\{\|P_{\mathcal{J}_{k-1}} \mu\|^2, nc_\ast \beta_\ast^2\}} \leq \sum_{j=1}^{d_n} \int \|P_{\mathcal{J}_{k-1} \wedge k_1^*} \mu\|^2 \frac{(m - j + 1)dx}{\max\{x, nc_\ast \beta_\ast^2\}} = \sum_{j=1}^{d_n} \int \|P_{\mathcal{J}_{k_1} \wedge k_1^*} \mu\|^2 \frac{dx}{\max\{x, nc_\ast \beta_\ast^2\}}.
\]

Since \( \|P_{\mathcal{J}_{k_1} \wedge k_1^*} \mu\|^2 \geq (d_n - j)nc_\ast \beta_\ast^2 \) and \( d_n! > d_n^{d_n+1/2} e^{-d_n \sqrt{2\pi}} \) by Stirling,

\[
(1 - \gamma)^2 \sum_{k=1}^{k_{dn} \wedge k_1^*} \psi_{k-1} < \sum_{j=1}^{d_n} \int \frac{\|\mu\|^2}{(d_n - j)nc_\ast \beta_\ast^2} \frac{dx}{\max\{x, nc_\ast \beta_\ast^2\}} = d_n \log \left( \frac{\|\mu\|^2}{nc_\ast \beta_\ast^2} \right) + 1 - \log((d_n - 1)!) < d_n \log \left( \frac{e\|\mu\|^2}{nc_\ast d_n \beta_\ast^2} \right) + 1 + \log \sqrt{d_n/(2\pi)}.
\]

This gives \( k_{dn} \leq k_1^* \) by (9).

The proof of Theorem 2 requires two lemmas. Lemma 2 provides upper bounds for the cardinality of the collection of models in (12), while Lemma 3 gives a sharp large deviation bound for the tail of the t-distribution.

**Lemma 2** For the \( \{\mathcal{G}_k, m_k\} \) in (12) and (18), \( |\mathcal{G}_k| \leq \prod_{m=1}^{k} (m_k - 1) \).

**Proof of Lemma 2.** It suffices to prove \#\( \{j : \mu_{j,k} \geq (1 - \gamma)\mu_\ast^k\} \leq m_k - 1 \) for all \( k \). For a fixed \( \mathcal{J}_{k-1} \), let \( v = P_{\mathcal{J}_{k-1}} \mu, x_j = P_{\mathcal{J}_{k-1}} x_j \) and \( s_j = \text{sgn}(x_j v) \). For any \( A \subset \{j : \mu_{j,k} \geq (1 - \gamma)\mu_\ast^k\} \), (28) gives

\[
\sum_{j \in A} \frac{\mu_{j,k}}{||v||} \geq |A|(1 - \gamma)\mu_\ast^k/||v|| \geq |A|(1 - \gamma)\sqrt{\psi_{k-1}/|\mathcal{I}_n \setminus \mathcal{J}_{k-1}|}.
\]

On the other hand, for \( |A| \leq m_k \), the upper bound in (17) gives

\[
\sum_{j \in A} \frac{s_j x_j v}{||v||} \leq \left\| \sum_{j \in A} s_j x_j \right\| \leq \left( n\phi_\ast^m_k \sum_{j \in A} s_j^2 \right)^{1/2} = \sqrt{n\phi_\ast^m_k |A|}.
\]
Since \( \mu_{j,k} = |\mathbf{x}'_j|\|\mathbf{x}|-^1 \leq |\mathbf{x}'_j|/\sqrt{\phi_k n} \), the above two inequalities yield

\[
|A| \leq m_k \Rightarrow |A| \leq \frac{\phi^*_m |I_n \setminus \mathcal{J}_{k-1}|}{(1 - \gamma)^2 \phi_k \psi_{k-1}} < m_k
\]

in view of the definition of \( m_k \) in (18). This gives \( \#\{j : \mu_{j,k} \geq (1 - \gamma)\mu^*_k\} < m_k \).

\[\square\]

**Lemma 3** Let \( T_m \) have the \( t \)-distribution with \( m \) degrees of freedom, or equivalently \( T^2_m \sim F_{1,m} \). Then, there exists \( \epsilon_m \to 0 \) such that for all \( t > 0 \)

\[
P\{T^2_m > m(e^{2\gamma}/(m-1) - 1)\} \leq \frac{1 + \epsilon_m}{\sqrt{\pi t}} e^{-t^2}.
\]  

(30)

**Proof of Lemma 3.** Let \( x = \sqrt{m(e^{2\gamma}/(m-1) - 1)} \). Since \( T_m \) has the \( t \)-distribution,

\[
P\{T^2_m > x^2\} = \frac{2 \Gamma((m + 1)/2)}{\Gamma(m/2)\sqrt{m\pi}} \int_x^\infty \left(1 + \frac{u^2}{m}\right)^{-(m+1)/2} du
\]

\[
\leq \frac{2 \Gamma((m + 1)/2)}{x \Gamma(m/2)\sqrt{m\pi}} \int_x^\infty \left(1 + \frac{u^2}{m}\right)^{-(m+1)/2} u du
\]

\[
= \frac{2 \Gamma((m + 1)/2)m}{x \Gamma(m/2)\sqrt{m\pi(m - 1)}} \left(1 + \frac{x^2}{m}\right)^{-(m-1)/2}.
\]

Since \( x \geq t\sqrt{2m/(m-1)} \),

\[
P\{T^2_m > x^2\} \leq \frac{\sqrt{2} \Gamma((m + 1)/2)}{\Gamma(m/2)\sqrt{m-1}} \frac{e^{-t^2}}{t\sqrt{\pi}} = (1 + \epsilon_m) \frac{e^{-t^2}}{t\sqrt{\pi}},
\]

where \( \epsilon_m = \sqrt{2} \Gamma((m + 1)/2)/\Gamma(m/2)\sqrt{m-1} - 1 \to 0 \) as \( m \to \infty \).

\[\square\]

**Proof of Theorem 2.** We prove \( P\{\cap_{j=1}^{5} \Omega_j\} \to 1 \) in five steps, where

\[
\Omega_1 = \{\mathcal{J}_k \in \mathcal{C}_k \forall \|P^+_{\mathcal{J}_{k-1}} \mathbf{\mu}\| > 0\}, \Omega_2 = \{\|P^+_{\mathcal{J}_k} \mathbf{\mu}\| = 0, k \geq \tilde{k}\}, \Omega_3 = \{\|P^+_{\mathcal{J}_k} \mathbf{\mu}\| > 0, k < \tilde{k}\}, \Omega_4 = \{\|\sigma_n - \sigma\| \leq \epsilon\}, \Omega_5 = \{I_n = \hat{I}_{n,2}\}.
\]

In \( \cap_{j=1}^{5} \Omega_j \), the forward search finds all variables with \( \beta_j \neq 0 \) reasonably quickly by Theorem 1, the stopping rule \( \tilde{k} \) does not stop the forward search too early, \( \tilde{k} \) stops the forward search immediately after finding all \( \beta_j \neq 0 \), the estimation error for \( \sigma \) is no greater than \( \epsilon \), and the backward deletion removes all extra variables. Let \( \Phi(t) \) be the standard normal distribution function.

**Step 1.** We prove \( P\{\Omega_1^n\} \to 0 \). This does not involve the stopping rule for the forward search. Let \( z_{j,k} = \|P^+_{\mathcal{J}_{k-1} \cup (j)} P^+_{\mathcal{J}_{k-1}} \mathbf{v}\| \) and \( j_k^* = \arg \max_j \mu_{j,k} \). Since \( \|P_{\mathcal{J} \cup (j)} P^+_{\mathcal{J}} \mathbf{v}\|^2 = L^2_{\mathbf{v},\mathbf{x}_j}(\mathcal{J})/L_{x_j,x_j}(\mathcal{J}) \),
(6) implies $\mu_k^* - \mu_{j,k} \leq z_{j,k} + \max_j z_{j,k}$. Since $\|P_{J \cup \{j\}} P_{J'} \|/\sigma \sim |N(0,1)|$ for deterministic $\{J, j\}$ and $\mu_k^* \geq \psi_{k-1}\sqrt{n_1} \geq c_s \sqrt{n_1} > c_s M_0 \sigma \sqrt{2 \log p}$ by Lemma 1 and (19),

$$P\{J_k \notin \mathcal{G}_k, \mu_k^* > 0, J_{k-1} \notin \mathcal{G}_{k-1}\} \leq P\{z_{j,k}^* + \max_j z_{j,k} \geq \gamma c_s M_0 \sigma \sqrt{2 \log p}, J_{k-1} \notin \mathcal{G}_{k-1}\} \leq 2p|\mathcal{G}_{k-1}| \Phi\left(- \sqrt{(1 + \eta_1)2 \log p}\right) + 2|\mathcal{G}_{k-1}| \Phi\left(- \sqrt{\eta_12 \log p}\right),$$

due to $\gamma c_s M_0 \geq \sqrt{1 + \eta_1 + \sqrt{\eta_1}}$. Thus, since $|\mathcal{G}_{k-1}| \leq \prod_{k=1}^{k^*} (m_\ell - 1)$ by Lemma 2 and $\sum_{k=1}^{k^*} \log m_k \leq \eta_1 \log p$ by (19), (13) gives

$$P\{\Omega_1\} \leq \sum_{k=1}^{k^*} 2|\mathcal{G}_{k-1}| \left\{ p\Phi\left(- \sqrt{(1 + \eta_1)2 \log p}\right) + \Phi\left(- \sqrt{\eta_12 \log p}\right) \right\} \leq e^{n_1 \log p} \left\{ p\Phi\left(- \sqrt{(1 + \eta_1)2 \log p}\right) + \Phi\left(- \sqrt{\eta_12 \log p}\right) \right\} \to 0.$$

**Step 2.** We prove $P\{\Omega_1 \cap \Omega_2\} \to 0$. Let $a_n = e^{(1+\eta_0)(\log p)/n} - 1$. By (21)

$$\text{BICP}_k < \text{BICP}_{k-1} \iff \|P_{J_k} P_{J_{k-1}^c} y\|^2/\|P_{J_{k-1}} y\|^2 > a_n/(1 + a_n). \quad (31)$$

Let $\epsilon_0 > 0$ be small and $A_k = J_k \cup \mathcal{I}_n$. Consider events

$$\Omega_{2,k} = \left\{ \|P_{J_k} P_{J_{k-1}^c} y\| \geq \mu_k^* - \sigma \sqrt{2 \eta_1 \log p} > 0, \|P_{A_{k-1}} y\| \leq \epsilon_0 \sigma \sqrt{n}, \|A_{k-1} y\|^2 \leq 1 \leq \epsilon_0 \right\}.$$

It follows from Lemma 1 that in the event $\Omega_{2,k}$,

$$\|P_{J_{k-1}} y\|^2 = \|P_{A_{k-1}} P_{J_{k-1}^c} y\|^2 + \|P_{A_{k-1}} y\|^2 \leq \|P_{J_{k-1}} y\|^2 + 2\|P_{J_{k-1}} y\| \times \|P_{A_{k-1}} y\| + \|y\|^2 \leq (1 + \epsilon_0) d_n (\mu_k^*)^2 / \psi_{k-1} + (1 + 2\epsilon_0) \sigma^2 n.$$

Since $\mu_k^* \geq c_s M_0 \sigma \sqrt{2 \log p}$ as in Step 1 with $c_s M_0 > \sqrt{\eta_1}$, we have in $\Omega_{2,k}$,

$$\frac{\|P_{J_k} P_{J_{k-1}^c} y\|^2}{\|P_{J_{k-1}} y\|^2} \geq \frac{\mu_k^* \sigma \sqrt{2 \eta_1 \log p}^2}{(1 + \epsilon_0) d_n (\mu_k^*)^2 / \psi_{k-1} + (1 + 2\epsilon_0) \sigma^2 n} \geq \frac{(2 \log p)(c_s M_0 - \sqrt{\eta_1})^2}{(1 + \epsilon_0) d_n (c_s M_0)^2 (2 \log p) / c_s + (1 + 2\epsilon_0) n}.$$
Since \( \log p = o(n) \) by (20), \( a_n/(1+a_n) \leq (1+\epsilon_0)(1+\eta_0)(2\log p)/n \) for \( k \leq k^* \) and large \( n \). Thus, for sufficiently small \( \epsilon_0 > 0 \) and in \( \Omega_{2,k} \),

\[
\frac{\|P_{J_{k}}P_{J_{k-1}}^\perp y\|^2}{\|P_{J_{k-1}}^\perp y\|^2 a_n/(1+a_n)} \geq \frac{(c_0 M_0 - \sqrt{\eta_1})^2/((1+\eta_0)(1+\epsilon_0))}{(1+\epsilon_0) c_0 M_0^2 (2dn \log p)/n + (1+2\epsilon_0)} > 1,
\]
due to \( c_0 M_0^2 (2dn \log p)/n \leq c_0 M_0^2 M_1 < (c_0 M_0 - \sqrt{\eta_1})^2/(1+\eta_0) - 1 \) by (20). Thus, \( \Omega_2 \supseteq \bigcap_{k=1}^{k^*} \Omega_{2,k} \) and as in the probability calculation in Step 1,

\[
P\{\Omega_1 \cap \Omega_2\} - P\{\|\sigma^2 n^{-1}\| / 2 - 1 \leq \epsilon_0\} \leq \sum_{k=1}^{k^*} \left( P\{\|P_{J_{k-1}} \cup (J_{k})^\perp P_{J_{k-1}}^\perp \| > \sigma \sqrt{2\eta_1 \log p}, J_{k-1} \in \mathcal{G}_{k-1}\} \right.
+ \sum_{k=1}^{k^*} \left. P\{\|P_{A_{k-1}} \| > \epsilon_0 \sigma \sqrt{n}, J_{k-1} \in \mathcal{G}_{k-1}\} \right.
\leq \sum_{k=1}^{k^*} |\mathcal{G}_{k-1}| \left( \Phi(-\sigma \sqrt{\eta_1 \log p}) + P\{\chi_{dn,k}^2 \geq \epsilon_0^2 n\} \right)
\leq p^m \Phi(-\sigma \sqrt{\eta_1 \log p}) + o(1) = o(1),
\]
since \( P\{\sqrt{\chi_{d_i}^2} > \sqrt{\eta_1} + t\} \leq \Phi(-t) \) and \( \epsilon_0 \sqrt{n} - \sqrt{dn + k^*} \gg \sqrt{2\eta_1 \log p} \).

**Step 3.** We prove \( P\{\Omega_1 \cap \Omega_2 \cap \Omega_3\} \rightarrow 0 \). It follows from (31) that

\[
\text{BICP}_k < \text{BICP}_{k-1} \Leftrightarrow \|P_{J_{k}}P_{J_{k-1}}^\perp y\|^2 / \|P_{J_{k}}^\perp y\|^2 > a_n, \tag{32}
\]
which is an \( F_{1,n-k} \) test for the random model \( J_k \) against \( J_{k-1} \). Since \( k(\log p)/n \leq k^*(\log p)/n = O(1) \), by Lemma 3 the threshold \( (n-k)a_n \) gives an \( F_{1,n-k} \)-test of size \( O(1) p^{-1-\eta_0 + (k+1)/n / \sqrt{\log p}} \lesssim p^{-1-\eta_0 / \sqrt{\log p}} \). Since \( \eta_0 \geq \eta_1 \) in (19),

\[
P\{\Omega_1 \cap \Omega_2 \cap \Omega_3\} \leq \sum_{k=1}^{k^*} P\{\mu_{k} = 0, \text{BICP}_k < \text{BICP}_{k-1}, J_{k-1} \in \mathcal{G}_{k-1}\} \leq \sum_{k=1}^{k^*} \frac{(p - k + 1) |\mathcal{G}_{k-1}|}{p^{1+\eta_0 / \sqrt{\log p}}} = \frac{p^m \eta_0}{p^{1+\eta_0 / \sqrt{\log p}}} = o(1). \tag{33}
\]

**Step 4.** We prove \( P\{\Omega_1 \cap \Omega_3\} \rightarrow 0 \). Consider a fixed \( \epsilon > 0 \). In \( \Omega_1 \cap \Omega_2 \), \( \tilde{k} = k \) implies \( \|P_{I_{n,1}} \| = \|P_{A_{k-1}} \| \leq \epsilon_0 \sigma \sqrt{n} \) and \( \|\sigma^2 n^{-1}\| / 2 - 1 \leq \epsilon_0 \). Since \( \|\tilde{J}_{n,1}\| \leq k^* = o(n) \) and \( \|P_{I_{n,1}}^\perp y\|^2 = \|\sigma^2 n^{-1}\| / 2 - \|P_{I_{n,1}}^\perp y\|^2 \), for sufficiently small \( \epsilon_0 \), \( (\sigma-\epsilon)^2 \leq \|P_{I_{n,1}} \| y^2/(n-k) \leq (\sigma+\epsilon)^2 \).

Thus, \( P\{\Omega_1 \cap \Omega_3\} \leq \sum_{k \leq k^*} P\{\Omega_1 \cap \Omega_{2,k}\} \rightarrow 0 \) by Step 2.
Step 5. We prove $P\{\Omega_1 \cap \Omega_2 \cap \Omega_3 \cap \Omega_5 \} \to 0$. Let

$$\Omega_{5,k} = \left\{ \max_{j \in J_k^*} \|P_{J_k^*}^{-1} P_{J_k^* \setminus \{j\}} \varepsilon \|/\sigma^2 < (\eta_1 + \eta_2)2 \log p, \max_{j \in J_n} \|P_{J_n^*}^{-1} P_{J_n^* \setminus \{j\}} \varepsilon \|/\|P_{J_n^*}^{-1} \varepsilon \|^2 \leq a_n, J_k^* \supset I_n \right\}. \quad (34)$$

In the event $J_k^* \supset I_n$, $\min_{j \in \mathcal{Z}} \|P_{J_k^*}^{-1} P_{J_k^* \setminus \{j\}} \mu \| \geq \beta_s \sqrt{c_s} \geq M_0 \sigma \sqrt{c_s (2 \log p)/n}$. Since $(c_s M_0/2)^2 \geq \eta_1 + \eta_2$ and $P_{J_k^*} \varepsilon = P_{J_n^*} \varepsilon$ for $J \supset I_n$, in the event $\Omega_{5,k}$,

$$\min_{j \in \mathcal{Z}} \|P_{J_k^*}^{-1} P_{J_k^* \setminus \{j\}} y\| - \max_{j \in J_n \setminus \mathcal{Z}} \|P_{J_n^*}^{-1} P_{J_n^* \setminus \{j\}} y\| > \beta_s \sqrt{c_s} - 2 \sigma \sqrt{(\eta_1 + \eta_2)2 \log p} \geq 0,$$

so that the backward deletion does not delete the elements of $I_n$ for $k > d_n$. Moreover, since the forward addition and backward deletion are based on the same tests, by (32) and the second inequality in $\Omega_{5,k}$, the backward deletion does not stop in for $k > d_n$. Thus,

$$P\{\Omega_1 \cap \Omega_2 \cap \Omega_3 \cap \Omega_5 \} \leq P\{J_{a_n} = I_n, \tilde{k} < d_n \} + \sum_{k = d_n + 1}^{k^*} P\{\Omega_1 \cap \Omega_2 \cap \Omega_3 \cap \Omega_{5,k} \}.$$

In $\Omega_1 \cap \Omega_2 \cap \Omega_3$, $\tilde{k} = k$ implies $I_n \subset I_{n-1} = J_k$ and $J_k \subset \mathcal{C}_k$, so that the backward deletion involves at most $N^*_k$ combinations of $\{j, J_k^*\}$, where $N^*_k = (k^*! / k!) \sum_{k=1}^{k^*} |\mathcal{C}_k| \leq p^{n_2+n}/k!$. Since the inequalities in (34) involve $\chi^2_1$ and $F_{1,n-k}$ variables in random models,

$$\sum_{k = d_n + 1}^{k^*} P\{\Omega_1 \cap \Omega_2 \cap \Omega_3 \cap \Omega_{5,k} \} \leq \sum_{k} \binom{p^{n_1+n_2}}{(k-1)!} \left( P\{\chi^2_1 > 2(\eta_1 + \eta_2) \log p \} + P\{F_{1,n-k} > (n-k)a_n \} \right) \to 0.$$

Since $\eta_1 + \eta_2 \leq 1 + \eta_0$, the bound here for the tail of $F_{1,n-k}$ is identical to that of Step 3. The proof of $P\{J_{a_n} = I_n, \tilde{k} < d_n \} \to 0$ is simpler than Step 2 and omitted. This completes the step. □

**Proof of Theorem 3.** For the BICP$_k$ in (5), $a_n = e^{2(\log p)/n} - 1$. Since $k^*(\log p)/n = O(1)$, the size of the test $F_{1,n-k} > (n-k)a_n$ is $O(p^{-1}(\log p)^{-1/2})$ by Lemma 3 uniformly for $k \leq k^*$. Since the condition $\eta_0 \geq \eta_1$ is used only in (33), the proof of Theorem 2 is still valid when $\sum_{k=1}^{k^*} |\mathcal{C}_k| \ll \sqrt{\log p}$. □
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Figure 1: Simulation results for Example 1 with $\varepsilon_i \sim N(0, 1)$. Plots of the numbers of selected regression variables by the forward search and backward search in 200 replications. Two upper rows with $n = 200$: $d = 10$ (solid lines), and $d = 25$ (dashed lines). Two lower rows with $n = 800$: $d = 25$ (solid lines), and $d = 40$ (dashed lines).
Figure 2: Simulation results for Example 1 with $\varepsilon_t \sim N(0, \sigma^2)$: Plots of the numbers of selected regression variables in 200 replications, where $(n, p, d) = (800, 10000, 25)$. 
Figure 3: Simulation results for Example 2: Plots of the numbers of selected regression variables by the forward search and backward search in 200 replications. Ten upper panels: $n = 200$, $d = 10$ (solid lines), and $d = 25$ (dashed lines). Ten lower panels: $n = 800$, $d = 25$ (solid lines), and $d = 40$ (dashed lines).