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Abstract

We propose a new class of spatio-temporal models with unknown and banded au-

toregressive coefficient matrices. The setting represents a sparse structure for high-

dimensional spatial panel dynamic models when panel members represent economic (or

other type) individuals at many different locations. The structure is practically mean-

ingful when the order of panel members is arranged appropriately. Note that the implied

autocovariance matrices are unlikely to be banded, and therefore, the proposal is radically

different from the existing literature on the inference for high-dimensional banded covari-

ance matrices. Due to the innate endogeneity, we apply the least squares method based

on a Yule-Walker equation to estimate autoregressive coefficient matrices. The estima-

tors based on multiple Yule-Walker equations are also studied. A ratio-based method for

determining the bandwidth of autoregressive matrices is also proposed. Some asymptotic

properties of the inference methods are established. The proposed methodology is further

illustrated using both simulated and real data sets.

Keywords: Banded coefficient matrices, Least squares estimation, Spatial panel dynamic

models, Yule-Walker equation.
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1 Introduction

One common feature in most literature on spatial econometrics is to specify each autore-

gressive coefficient matrix in a spatial autoregressive or a spatial dynamic panel model as a

product of an unknown scalar parameter and a known spatial weight matrix, and the focus

of the inference is on those a few unknown scalar parameters placed in front of spatial weight

matrices. See, for example, Cliff and Ord (1973), Yu et al. (2008), Lee and Yu (2010), Lin

and Lee (2010), Kelejian and Prucha (2010), Su (2012), and Yu et al. (2012). Using spatial

weight matrices reflects the initial thinking that spatial dependence measures should take into

account both spatial locations and feature variables at locations simultaneously. A weight

matrix may reflect the closeness of different spatial locations. It needs to be specified subjec-

tively. There are multiple weighting possibilities including inverse distance, fixed distance,

space-time window, K-nearest neighbors, contiguity, and spatial interaction. The conceptu-

alization specified in spatial matrices for a particular analysis imposes a specific structure

onto the data collected across the locations. Ideally one would select a conceptualization that

best reflects how the features actually interact with each other in the real world.

For a given application it is not always obvious how to specify a pertinent spatial weight

matrix. Consequently the resulting spatial autoregressive model may be incapable to ac-

commodate adequately the dependent structure across different locations. Dou et al. (2016)

considers the models which employ different scalar coefficients, in front of spatial weight

matrices, for different locations. By drawing energy and inspiration from the recent devel-

opment in sparse high-dimensional (auto)regressions (Guo et al. 2016), we propose in this

paper a new class of spatio-temporal models in which autoregressive coefficient matrices are

completely unknown but are assumed to be banded, i.e. the non-zero coefficients only occur

within the narrow band around the main diagonals. This avoids the difficulties in specifying

spatial weight matrices subjectively. The setting specifies autoregressions over neighbour-

ing locations only. The underpinning idea rests on the fact that in many applications it is

enough to collect information from neighbouring locations, and then the information from

farther locations become redundant. Of course the banded structure relies on arranging all

the locations concerned in a unilateral order. In practice, an appropriate ordering can be

deduced from subject knowledge aided by statistical tools such as cross-validation; see Sec-

tion 4.2. It is worth pointing out that the implied autocovariance matrices are unlikely to be

banded in spite of the banded autoregressive coefficient matrices.
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Guo et al. (2016) considered banded autoregressive models for vector time series, and

estimated the coefficient matrices by a componentwise least squares method. Unfortunately

their method does not apply to our setting, due to the endogeneity in spatial autoregressive

models. Instead we adapt a version of generalized method of moments estimation based on

a Yule-Walker equation (Dou et al. 2016). Furthermore the estimation of the parameters

based on multiple Yule-Walker equations is also investigated. The asymptotic property of

the estimation is established when the dimensionality p (i.e. the number of panels) diverges

together with the sample size n (i.e. the length of the observed time series). The convergence

rates of the estimators are the same with those in Dou et al. (2016). More precisely, the

estimated coefficients are asymptotically normal when p = o(
√
n), and is consistent when

p = o(n).

In practice, the width of the nonzero coefficient bands in the coefficient matrices needs

to be estimated. We propose a ratio-based estimation method which is shown to lead to a

consistent estimated width when both n and p tend to infinity.

The rest of the paper is organized as follows. We specify the class of models and the

associate estimation methods in Section 2. The asymptotic properties are presented in Section

3. The numerical illustration with both simulated and real data sets are reported in Section

4. All technical proofs are relegated into an Appendix.

2 Model and estimation method

2.1 Spatio-temporal regression model

Consider the spatio-temporal regression

yt = Ayt + Byt−1 + εt, (2.1)

where yt = (y1,t, ..., yp,t)
> represents the observations collected from p locations at time t,

εt = (ε1,t, ε2,t, ..., εp,t)
> is the innovation at time t and satisfies the condition that

E(εt) = 0, Var(εt) = Σε and cov(yt−j , εt) = 0 for all j ≥ 1,
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where Σε is an unknown positive definite matrix. Furthermore we assume that A ≡ (ai,j)

and B ≡ (bi,j) are p× p unknown banded coefficient matrices, i.e.,

ai,j = bi,j = 0 for all |i− j| > k0, (2.2)

and ai,i = 0 for 1 ≤ i ≤ p. We call k0 (< p) the bandwidth parameter which is an unknown

positive integer. In the above model (2.1), A captures the pure spatial dependency among

different locations, and B captures the dynamic dependency.

Model (2.1) extends the popular spatial dynamic panel data models (SDPD) substantially.

The standard SDPD assumes that each coefficient matrix is a product of a known linkage

matrix and an unknown scalar parameter, see, e.g., Yu et al. (2008) and Yu et al. (2012).

While some sparse structure has to be imposed in order to conduct meaningful inference when

p is large, the inflexibility of having merely single parameter in each regression coefficient

matrix is too restrictive, see, e.g., Dou et al. (2016). Note that the condition ai,j = bi,j = 0

does not imply Cov(yi,t, yj,t) = 0 or Cov(yi,t, yj,t−1) = 0, regardless of the covariance structure

of εt, see (2.4) below. Instead the banded sparse structure imposed in (2.1) implies that

conditionally on the information among the ‘closest neighbours’, the information from farther

locations become redundant. This reflects the common sense in many practical situations,

though the definition of the closeness is case-dependent.

Let Ip − A be invertible, and all the eigenvalues of (Ip − A)−1B be smaller than 1 in

modulus, where Ip denotes the p× p identity matrix. Then model (2.1) can be rewritten as

yt = (Ip −A)−1Byt−1 + (Ip −A)−1εt, (2.3)

which admits a (weakly) stationary solution of yt. For this stationary process, Eyt = 0, and

the Yule-Walker equations are

Σ0 = (Ip−A)−1BΣ>1 +(Ip−A)−1Σε(Ip−A>)−1, Σj = (Ip−A)−1BΣj−1 for j ≥ 1, (2.4)

where Σj = cov(yt+j ,yt) for any j ≥ 0. Since the inverse of a banded matrix is unlikely

to be banded, Σ0, therefore also Σj are not banded in general. We refer to §4.3 of Golub

and van Loan (2013), and Kılıç and Stanica (2013) for the properties and the computation

of banded matrices and their inverses.

Throughout this paper, yt is referred to as a stationary process defined by (2.3).
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2.2 Generalized Yule-Walker estimation

As yt appears on both sides of equation (2.1) and yt is correlated with εt, the least squares

estimation based on regressing yt on (yt,yt−1) directly leads to inconsistent estimators, due

to the innate endogeneity of (2.1). We observe that the second equation of (2.4) implies

Σ>1 ei = Σ>1 ai + Σ0bi ≡ Viβi, i = 1, ..., p, (2.5)

where ei denotes the p × 1 unit vector with 1 as its i-th element, A> = (a1, · · · ,ap), B> =

(b1, · · · ,bp), βi is the τi × 1 vector obtained by stacking together the non-zero elements in

ai and bi, and Vi is the p × τi matrix consisting of the corresponding columns of Σ>1 and

Σ0. It follows from (2.2) that

τi ≡ τi(k0) =


2(k0 + i)− 1 1 ≤ i ≤ k0,

4k0 + 1 k0 < i ≤ p− k0,

2(k0 + p− i) + 1 p− k0 < i ≤ p.

(2.6)

We first treat the bandwidth k0 as a known parameter and apply a version of generalized

method of moment estimation based on (2.5), i.e. we apply least squares method to estimate

(A,B) by solving the following minimization problems

min
ai,bi
‖Σ̂
>
1 ei − Σ̂

>
1 ai − Σ̂0bi‖22, i = 1, ..., p, (2.7)

where

Σ̂1 =
1

n

n∑
t=2

yty
>
t−1 and Σ̂0 =

1

n

n∑
t=2

yt−1y
>
t−1. (2.8)

We omit the term yny
T
n in the definition of Σ̂0 above for a minor technical convenience which

ensures the validity of (2.11) and (2.12) below. Let ẑi = Σ̂
>
1 ei and V̂i be the sample version

of Vi in (2.5), (2.7) leads to the least square estimator

β̂i = (V̂>i V̂i)
−1V̂>i ẑi, i = 1, ..., p. (2.9)

The corresponding residual sum of squares is

RSSi ≡ RSSi(k0) =
1

p
‖ẑi − V̂iβ̂i‖2, i = 1, ..., p. (2.10)
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We note that (2.10) is a function of k0, while in practice, k0 is unknown and we will propose

a consistent way to estimate k0 in Section 2.4 below.

Combining all the estimators in (2.9) together leads to the estimators for A and B, which

are denoted by, respectively, Â and B̂.

It follows from (2.1), (2.2) and (2.8) that

ẑi =
1

n

n∑
t=2

yt−1yi,t =
1

n

n∑
t=2

yt−1(y
>
t ai + y>t−1bi + εi,t) = V̂iβi +

1

n

n∑
t=2

yt−1εi,t. (2.11)

Hence it holds that

β̂i − βi =
1

n
(V̂>i V̂i)

−1V̂>i

n∑
t=2

yt−1εi,t, i = 1, ..., p. (2.12)

In the above expressions,

V̂i =
1

n

n∑
t=2

yt−1u
>
t,i, (2.13)

where ut,i is a τi × 1 vectors consisting of yj,t for j ∈ Si and y`,t−1 for ` ∈ S+
i , where

Si = {j : 1 ≤ j ≤ p, 1 ≤ |j − i| ≤ k0} and S+
i = {j : 1 ≤ j ≤ p, |j − i| ≤ k0}.

2.3 A root-n consistent estimator for large p

By Theorem 2 in Section 3 below, the estimator (2.9) admits a convergence rate different

from
√
n when p/

√
n→∞. This is an over-determined case in the sense that the number of

estimation equations is far greater than the number of parameters to be estimated. Similar

results can also be found in Dou et al. (2016) and Chang et al. (2015), among others.

Borrowing the idea from Dou et al. (2016), we propose an alternative estimator, which

reduces the number of the estimation equations from p to a smaller constant. The resulting

estimator restores the
√
n-consistency and is also asymptotically normal.

Note that, the `-th row of V̂i is e>` V̂i. By (2.13), this can be further expressed as

1
ne>`

∑n
t=2 yt−1u

>
t,i, which is the sample covariance between yl,t−1 and ut,i. Then, the strength

of the correlation between y`,t−1 and ut,i can be measured by

δ
(i)
` =

1

n

n∑
t=2

(∑
j∈Si

|y`,t−1yj,t|+
∑
j∈S+

i

|y`,t−1yj,t−1|
)
. (2.14)

6



When δ
(i)
` is close to 0, the `-th equation in (2.5) carries little information on βi. Since our

concern is the estimation for βi, we may only keep the `-th equation in (2.5) and hence (2.7)

with the di largest δ
(i)
` .

Let wi
t−1 ∈ di × 1 be the sub-vector of yt−1. Specifically, wi

t−1 consists of those y`,t−1

with the di largest δ
(i)
` . Then, we can obtain the new estimator as

β̃i = (W̃>
i W̃i)

−1W̃>
i z̃i, i = 1, ..., p, (2.15)

where

W̃i =
1

n

n∑
t=2

wi
t−1u

>
t,i and z̃i =

1

n

n∑
t=2

wi
t−1yi,t. (2.16)

Therefore,

β̃i − βi =
1

n
(W̃>

i W̃i)
−1W̃>

i

n∑
t=2

wi
t−1εi,t, i = 1, ..., p.

Theorem 3 in Section 3 shows the asymptotic normality of the above estimator provided

that the number of estimation equations used satisfies condition di = op(
√
n). In practice, di

should be a prescribed number and Theorem 3 is valid as long as the condition di = op(
√
n)

holds uniformly for all i.

2.4 Determination of bandwidth parameter k0

In practice, the bandwidth parameter k0 is unknown. We propose below a method to estimate

it. Similar ideas can be found in Lam et al. (2011) and Lam and Yao (2012) for determining

the number of factors in time series factor modelling.

LetK ≥ 1 be a known upper bound of k0. Our estimation method is based on the following

simple observation: If we replace (Σ̂0, Σ̂1) in (2.7) by the true (Σ0,Σ1), the corresponding

true value of RSSi(k) is positive and finite for 1 ≤ k < k0, and is equal to 0 for k0 ≤ k ≤ K.

Thus the ratio RSSi(k− 1)
/

RSSi(k) is finite for k < k0, RSSi(k0− 1)
/

RSSi(k0) is excessively

large, and RSSi(k − 1)
/

RSSi(k) is effectively ‘0/0’ for k > k0.

To avoid the singularities when k > k0, we introduce a small factor wn = C/n in the ratio

for some constant C > 0. A ratio-based estimator for k0 is defined as

k̂ = max
1≤i≤p

arg max
1<k≤K

RSSi(k − 1) + wn
RSSi(k) + wn

, (2.17)
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where K ≥ 1 is a prescribed integer. Our numerical study shows that the procedure is

insensitive to the choice of K provided that K ≥ k0. In practice, we often choose K to be

[n1/2] or choose K by checking the curvature of the ratio in (2.17) directly.

2.5 Estimation with multiple Yule-Walker equations

In Section 2.3, we have established a
√
n-consistent estimator for βi with fewer estimation

equations. However, this does not necessarily improve the estimation accuracy since we only

make use of partial information for the parameters. In Dou et al. (2016), the estimation of

the parameters is based on only one Yule-Walker equation. In view of the equations in (2.4),

we may also estimate (A,B) using more than one Yule-Walker equations, and therefore we

have more information for A and B. Let r be a prescribed positive integer, we consider the

following r Yule-Walker equations:
Σ>1

Σ>2
...

Σ>r

 =


Σ>1

Σ>2
...

Σ>r

A> +


Σ>0

Σ>1
...

Σ>r−1

B>. (2.18)

Denote

x̂i =


Σ̂
>
1

Σ̂
>
2

...

Σ̂
>
r

 ei and Ĝ =


Σ̂
>
1 Σ̂0

Σ̂
>
2 Σ̂

>
1 − 1

nyn−1y
>
n

...
...

Σ̂
>
r Σ̂

>
r−1 − 1

nyn−r+1y
>
n

 , (2.19)

where Σ̂j = 1
n

∑n
t=j+1 yty

>
t−j for j ≥ 1. For technical convenience, we remove the last term

of Σ̂
>
j in the second half columns of Ĝ for j ≥ 1.

By a similar argument as that in Section 2.2, we apply least squares method to estimate

(A,B) by solving the following minimization problems

min
θi
‖x̂i − Ĝiθi‖22, i = 1, ..., p, (2.20)

where θi is a τi×1 vector and Ĝi is the rp× τi submatrix of Ĝ corresponding to the nonzero

elements of ai and bi. For each i, we denote
̂̂
βi the solution to the i-th equation of (2.20).
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Then it follows from (2.20) that

̂̂
βi = (Ĝ>i Ĝi)

−1Ĝ>i x̂i, i = 1, ..., p. (2.21)

Combining all the estimators in (2.9) together leads to the estimators for A and B which are

denoted by, respectively,
̂̂
A and

̂̂
B.

Let fεi = ( 1
n

∑n
t=2 y>t−1εi,t,

1
n

∑n
t=3 y>t−2εi,t, ...,

1
n

∑n
t=r+1 y>t−rεi,t)

>, it follows from (2.1)

and (2.19) that

x̂i = Ĝiβi + fεi . (2.22)

Hence it holds that ̂̂
βi − βi = (Ĝ>i Ĝi)

−1Ĝ>i fεi , i = 1, ..., p. (2.23)

We borrow the ut,i from Section 2.3, it is not hard to show that

Ĝi =


1
n

∑n
t=2 yt−1u

>
t,i

1
n

∑n
t=3 yt−2u

>
t,i

...

1
n

∑n
t=r+1 yt−ru

>
t,i

 . (2.24)

We can define the corresponding residual sum of squares as (2.10) and estimate the bandwidth

in the similar manner as in (2.17). From (2.23) and (2.24), we can see that, when r = 1, the

estimators in (2.23) reduces to those in (2.9).

3 Theoretical properties

3.1 Notation and conditions

We introduce some notations first. For a p× 1 vector u = (u1, ..., up)
>, ‖u‖2 = (

∑p
i=1 u

2
i )

1/2

is the Euclidean norm. For a matrix H = (hij), ‖H‖2 =
√
λmax(H>H) is the operator norm,

where λmax(·) denotes for the largest eigenvalue of a matrix. We use λmin(·) to denote the

smallest eigenvalue of a matrix. For subset S ⊂ {1, ..., p}, let uS = (uj)j∈S = (uj , j ∈ S)>

be a column vector and |S| be the cardinality of S. For a matrix Σ, denote ΣS the sub-

matrix consisting of the columns of Σ in S. A p−dimensional strictly stationary process yt
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is α-mixing if

αp(k) ≡ sup
A∈F0

−∞,B∈F∞k
|P (A)P (B)− P (AB)| → 0, as k →∞, (3.1)

where F ji denotes the σ-algebra generated by {yt, i ≤ t ≤ j}. We first introduce some

regularity conditions.

A1. (i) The matrix Ip − A is invertible, (ii) ‖(Ip − A)−1B‖2 < 1 and (iii)
∑∞

j=l ‖[(Ip −

A)−1B]j‖2 ≤ C1p
−1/2ρl for l ≥ 1, some ρ ∈ (0, 1) and a positive constant C1 indepen-

dent of p.

A2. (a) The innovations {εt} are independent and identically distributed (i.i.d.) satisfying

cov(yt−1, εt) = 0, ξt := (Ip−A)−1εt admits a density g with
∫
|g(v−u)−g(v)|dv <

C2‖u‖2 for u ∈ Rp, and E‖ξt‖δ2 < C3p
δ/2 for some δ > 0, where C2 and C3 are

positive constants independent of p.

(b) The process yt in model (2.1) is strictly stationary.

(c) For γ > 0 specified in (b) above,

sup
p
E|e>j Σ0yt|4+γ <∞, sup

p
E|e>j Σ1yt|4+γ <∞, sup

p
E|e>j yt|4+γ <∞.

The diagonal elements of Ki defined in (3.4) are bounded uniformly in p.

A3. The rank of Vi is equal to τi, where Vi and τi are defined in (2.5) and (2.6), respectively.

A4. For any finite number of columns of Ki, denoted by Fi and Hi in matrix form and Fi 6=

Hi, λ1 ≤ λmin{F>i (Ip −Hi(H
>
i Hi)

−1H>i )Fi} ≤ λmax{F>i (Ip −Hi(H
>
i Hi)

−1H>i )Fi} ≤

λ2 for some positive constants λ1 ≤ λ2.

A5. For each i = 1, ..., p, |ai,i−k0 | or |ai,i+k0 | as well as |bi,i−k0 | or |bi,i+k0 | is greater than

{Cnk0n−1 log(p ∨ n)}1/2, where Cn/n→ 0 and C2
n/(np)→∞ as n→∞.

A6. ai,j and bi,j are bounded uniformly.

Conditions A1(i)-(ii) are standard for spatial econometric models, and A1(iii) is for es-

tablishing the α-mixing condition in Lemma 1 in the Appendix. A sufficient condition for

A1(iii) is ‖(Ip −A)−1B‖2 ≤ Cp−1/2ρ where C is constant such that Cp−1/2ρ < 1, and hence

A1(ii) also holds. Note that condition p → ∞ is only a mathematical framework to reflect
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the scenarios when the dimension p is large (in relation to n), while in practice p is always

finite. Therefore it makes sense to adopt the framework under which the limit process of

yt, as p → ∞, is well-defined such that E‖yt‖2 < ∞. This, therefore, implies that the

non-zero coefficients in A and/or B in model (2.1) decays to 0 as p→∞, which is reflected

in Condition A1(iii). With this in mind, one can easily construct many concrete examples

fulfilling Condition A1(iii), including the models with diagonal A and B. Condition A2(a) is

for the validity of Lemmas 1 and 2 in Pham and Tran (1985) in order to establish Lemma 1

in the Appendix. Note that E‖yt‖2 <∞ implies that E‖ξt‖2 also remains finite as p→∞.

Nevertheless a large upper bound for E‖ξt‖δ2 in A2(a) is sufficient for our analysis. The strict

stationarity in Condition A2(b) is a non-asymptotic property, i.e. for each p, we assume

A2(b) holds. Similar to assumption A2(c) in Dou et al. (2016), Condition A2(c) here limits

the dependence across different spatial locations. It is implied by, for example, the condi-

tions imposed by Yu et al. (2008). Condition A2(c) can be verified under proper conditions

with γ = 4, see Lemma 1 in Dou et al. (2016). Condition A3 ensures that A and B are

identifiable in (2.5). Conditions A4-A6 are imposed to prove the consistency of our ratio

estimator in (2.17). Condition A5 ensures that the bandwidth is asymptotically identifiable,

as {n−1 log(p ∨ n)}1/2 is the minimum order of a non-zero coefficient to be identifiable, see,

e.g., Luo and Chen (2013). The proof of the consistency can be simplified if the lower bound

in A5 is replaced by some positive constant, see the proof of Theorem 1 in the Appendix.

3.2 Asymptotic properties

We first state the consistency of the ratio-based estimator k̂ defined in (2.17), for determining

the bandwidth parameter k0.

Theorem 1. Let Conditions A1-A6 hold and p = o(n). Then P (k̂ = k0)→ 1, as n→∞.

Remark 1. In Theorem 1, k0 is assumed to be fixed, as model (2.1) with only small or

moderately large k0 are of practical usefulness. Nevertheless Theorem 1 still holds if k0

diverges to ∞ together with n, p, as long as k0 < p and k0 = o{C−1n n/(log(p∨n))}, where Cn

is given in Condition A5. See the proof of Theorem 1 in the Appendix.

In the sequel k0 is assumed to be either fixed or diverging with an appropriate rate. Since

k0 is unknown, we replace it by k̂ in the estimation procedure for βi described in Section 2,
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and still denote the resulted estimators by β̂i. For i = 1, ..., p, let

Σy,εi(j) = Cov(yt−1+jεi,t+j ,yt−1εi,t), j = 0, 1, 2, ..., (3.2)

Σy,εi = Σy,εi(0) +

∞∑
j=1

[
Σy,εi(j) + Σ>y,εi(j)

]
. (3.3)

Let ISi = (ej , j ∈ Si) ∈ Rp×|Si|, IS+
i

= (ej , j ∈ S+
i ) ∈ Rp×|S

+
i |,

Ki ≡

 I>SiΣ1Σ
>
1 ISi I>SiΣ1Σ0IS+

i

I>
S+
i

Σ0Σ
>
1 ISi I>

S+
i

Σ0Σ0IS+
i

 (3.4)

and

Ui ≡

 I>SiΣ1Σy,εiΣ
>
1 ISi I>SiΣ1Σy,εiΣ0IS+

i

I>
S+
i

Σ0Σy,εiΣ
>
1 ISi I>

S+
i

Σ0Σy,εiΣ0IS+
i

 (3.5)

Theorem 2. Let Conditions A1-A6 hold.

(i) As n→∞, p→∞, and p = o(
√
n). If k0 is fixed, then

√
nU
−1/2
i Ki(β̂i − βi)→d N(0, Iτi), i = 1, ..., p.

If k0 = o{C−1n n/ log(p ∨ n)} and λmin(Ki) ≥ c > 0, then

||β̂i − βi||2 = Op(

√
k0
n

), i = 1, ..., p.

(ii) As n→∞, p→∞,
√
n = O(p), and p = o(n). If k0 is fixed, then

||β̂i − βi||2 = Op(
p

n
), i = 1, ..., p.

If k0 = o{min(C−1n n/ log(p ∨ n), n/p)} and λmin(Ki) ≥ c > 0, then

||β̂i − βi||2 = Op(k
1/2
0

p

n
), i = 1, ..., p.
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Remark 2. If p is fixed in theorem 2(i), the asymptotic normality can be rewritten as

√
n(β̂i − βi)→d N(0,K−1i UiK

−1
i ), i = 1, ..., p,

which achieves the standard
√
n−consistency. We also note that the convergence rate in

Theorem 2 is the same with that in Dou et al. (2016) when k0 is fixed.

To derive the asymptotic properties of the estimators defined in (2.15), we introduce some

new notations. For i = 1, ..., p, let

Σi
0 = Cov(yt,w

i
t), Σi

1 = Cov(yt,w
i
t−1),

Σwi,εi(j) = Cov(wi
t−1+jεi,t+j ,w

i
t−1εi,t), j = 0, 1, 2, ...,

and

Σwi,εi = Σwi,εi(0) +
∞∑
j=1

[
Σwi,εi(j) + Σ>wi,εi(j)

]
.

Let

K∗i ≡

 I>SiΣ
i
1(Σ

i
1)
>ISi I>SiΣ

i
1(Σ

i
0)
>IS+

i

I>
S+
i

Σi
0(Σ

i
1)
>ISi I>

S+
i

Σi
0(Σ

i
0)
>IS+

i

 (3.6)

and

U∗i ≡

 I>SiΣ
i
1Σwi,εi(Σ

i
1)
>ISi I>SiΣ

i
1Σwi,εi(Σ

i
0)
>IS+

i

I>
S+
i

Σi
0Σwi,εi(Σ

i
1)
>ISi I>

S+
i

Σi
0Σwi,εi(Σ

i
0)
>IS+

i

 (3.7)

A7. (a) For γ > 0 specified in A2(b),

sup
p
E|e>j Σi

0w
i
t|4+γ <∞, sup

p
E|e>j Σi

1w
i
t|4+γ <∞, sup

p
E|e>j yt|4+γ <∞.

The diagonal elements of K∗i defined in (3.6) are bounded uniformly in p.

(b) The rank of W = E(wi
t−1u

>
t,i) is equal to τi.

Theorem 3. Let Conditions A1, A2(a,b), and A3-A7 hold. As n → ∞, p → ∞ and

di = o(
√
n), it holds for a fixed k0 that

√
nU∗i

−1/2K∗i (β̃i − βi)→d N(0, Iτi), i = 1, ..., p,
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where K∗i and U∗i are defined in (3.6) and (3.7), respectively.

Theorem 3 indicates that the estimators defined in (2.15) are asymptotically normal with the

standard rate as long as di = o(
√
n) and k0 is fixed, and it does not impose any conditions

directly on the size of p. When k0 is diverging, the convergence rate is the same as that in

Theorem 2(i), and hence we omit the details here.

To derive the asymptotic properties of the estimators
̂̂
βi, similar to (3.2)-(3.5), let Qi be

an rp× rp matrix which contains r2 blocks with the (j1, j2)−th block

Qi(j1, j2) =Cov(yt−j1εi,t,yt−j2εi,t) +

∞∑
j=1

{Cov(yt−j1+jεi,t+j ,yt−j2εi,t)

+ Cov(yt−j1εi,t,yt−j2+jεi,t+j)}. (3.8)

We further define

Ri =

 I>SiΣ1 I>SiΣ2 · · · I>SiΣr

I>
S+
i

Σ0 I>
S+
i

Σ1 · · · I>
S+
i

Σr−1

 (3.9)

and

Pi =

 ∑r
j=1 I>SiΣjΣ

>
j ISi

∑r
j=1 I>SiΣjΣ

>
j−1IS+

i∑r
j=1 I>

S+
i

Σj−1Σ
>
j ISi

∑r
j=1 I>

S+
i

Σj−1Σ
>
j−1IS+

i

 . (3.10)

By a similar proof as that of Theorem 2, we have the following theorem for the estimator
̂̂
βi.

Theorem 4. Let Conditions A1-A6 hold.

(i) As n→∞, p→∞, and p = o(
√
n). If k0 is fixed, then

√
n(RiQiR

>
i )−1/2Pi(

̂̂
βi − βi)→d N(0, Iτi), i = 1, ..., p.

If k0 = o{C−1n n/ log(p ∨ n)} and λmin(Pi) ≥ c > 0, then

||̂̂βi − βi||2 = Op(

√
k0
n

), i = 1, ..., p.

(ii) As n→∞, p→∞,
√
n = O(p), and p = o(n). If k0 is fixed, then

||̂̂βi − βi||2 = Op(
p

n
), i = 1, ..., p.
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If k0 = o{min(C−1n n/ log(p ∨ n), n/p)} and λmin(Pi) ≥ c > 0, then

||̂̂βi − βi||2 = Op(k
1/2
0

p

n
), i = 1, ..., p.

Remark 3. If we compare the results in Theorem 4 with those in Theorem 2, we can see

that, given a finite positive integer r, the rates of the estimation errors are the same. When p

is fixed, we can also achieve the standard
√
n−consistency in Theorem 4 with the covariance

P−1i (RiQiR
>
i )P−1i , which is different from that in Theorem 2. Our simulation results in

Tables 1 and 2 suggest that r = 1 is good enough to produce the estimators with smaller

estimation errors.

4 Numerical properties

4.1 Simulation

To evaluate the finite sample performance of our proposed method, we conduct simulations

as follows. We simulate yt from model (2.3) with independent and N(0, 1) innovations εi,t.

We consider two settings for coefficient matrices A = (ai,j) and B = (bi,j).

Case 1. Elements ai,j , bi,j for |i−j| = k0 are drawn independently from uniform distribution

on two points {−2, 2}, and ai,j for 0 < |i − j| < k0 and bi,j for |i − j| < k0 are drawn

independently from the mixture distribution ωI{0} + (1 − ω)N(0, 1) with P (ω = 1) = 0.4 =

1 − P (ω = 0). We then rescale A and B to η1 ·A/‖A‖2 and η2 ·B/‖B‖2, where η1 and η2

are drawn independently from U [0.4, 0.8].

Case 2. Elements ai,j , bi,j for |i − j| = k0 are drawn independently from U([−2.5,−1.5] ∪

[1.5, 2.5]), and ai,j for 0 < |i− j| < k0 and bi,j for |i− j| < k0 are drawn independently from

U [−1, 1]. We then rescale A and B as in Case 1 above.

For each model, we set sample size n = 500, 1, 000, and 2, 000 and dimension of time

series p = 100, 300, 500, 800 and 1, 000. This leads to the 15 different (n, p) combinations.

For each setting, we replicate the experiment 500 times, and calculate the relative frequencies

(%) for the occurrence of events {k̂ = k0}, {k̂ > k0} and {k̂ < k0} in the 500 replications.

We also calculate the means and the standard deviations of the estimation errors ‖A− Â‖2
and ‖B− B̂‖2. The results with the bandwidth parameter k0 = 3, the upper bound K = 10

in (2.17), and r = 1, 2, 3 in (2.18), are reported in Tables 1 and 2. For each setting, we also
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report the signal-to-noise ratio defined as

SNR = tr{var(yt)}
/

tr{(Ip −A)−1var(εt)(Ip −A>)−1}.

As indicated clearly in Tables 1 and 2, when the sample size n increases, the errors in

estimating the coefficient matrices A and B decrease while the relative frequencies (%) for

the correct specification of the bandwidth parameter k0 increase. Note that the errors in

estimating A based on r = 1, 2, 3 show no clear difference. However, when n and p are

fixed, the errors in estimating B are increasing with r. This suggests that r = 1 is good

enough. We also notice that when p is fixed, the standard deviations of ‖A − Â‖ and

‖B− B̂‖ are not necessarily decreasing with n, see, for example, p = 100 and 1, 000 in Table

2. This is affected by the fluctuations of k̂ and a dominant proportion of either {k̂ = k0} or

{k̂ > k0} usually produces more stable estimation errors. Moreover, there is no clear pattern

in performance with respect to different values of the dimension p. This is due to the fact

that the signal-to-noise ratio does not vary monotonically with respect to p. Overall, the

larger the signal-to-noise ratio is, the better performance is observed in estimating both the

coefficient matrices (A,B) and the bandwidth parameter k0; see Tables 1 and 2. The results

with different values of k0 and K are similar, and therefore omitted to save the space.

To compare the estimators in (2.9) and (2.15), we generate the data as Case 2 with

K = 5 and k0 = 1. For each p = 50, 75, 100 and 125, we set the sample size n = 2, 500,

5, 000 and 10, 000, respectively. In addition, we choose di = min(p, [n0.495]) and denote the

two estimators by Estimate I and Estimator II, respectively. The proportions of {k̂ = k0},

{k̂ > k0} and {k̂ < k0} based on r = 1, the mean and standard deviations of ‖A− Â‖2 and

‖B− B̂‖2 are reported in Table 3. We can see from Table 3 that for each p, the estimation

errors decrease as the sample size increases. On the other hand, for each p and n, the root-

n consistent estimator (Estimator II) tends to have larger estimation errors. This is also

confirmed by the simulation results in Dou et al. (2016) since (2.15) only makes use of part

of the information for the parameters as long as di < p.

The comparisons of our method to those in Dou et al. (2016) and Yu et al. (2008) are

studied in a supplementary material in order to save space.

4.2 Illustration with real data

We illustrate the proposed model with two real data sets in this section.
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Example 1. With the rapid economic growth in China in recent years, there has also been

a substantial increase in energy consumption, leading to serious air pollution in large part of

China (Wang et al., 2002, 2015). One of the important pollution indicators is the so-called

PM2.5 index, which measures the concentration level of fine particulate matter in the air. The

PM2.5 pollution is severe in the north China plain (i.e., Beijing, Tianjin, and Hebei province).

We consider here the hourly PM2.5 readings at the 36 monitoring stations in Beijing area in

the period of 1 April — 30 June 2016 (i.e., n = 2184, p = 36). Fig.1 is the map of those

36 stations. Fig.2 displays the original hourly PM2.5 records from three randomly selected

stations (i.e., Miyun, Huairou, and Shunyi). We apply the logarithmic transformation to

the data and substract the mean for each of the 36 transformed series. Fig.3 plots the

three transformed series from those in Fig.2. To fit model (2.1) to the transformed data,

the 36 monitoring stations need to be arranged in a unilateral order. We consider the five

possible options for the ordering, i.e., we order the stations along the directions from north

to south, from west to east, from northwest to southeast, from northeast to southwest, and

we also order the stations according to their geographic distances to Miyun – a station at the

northeast corner of the region; see Fig.1. We select an ordering, among those five, according

to a version of moving-window cross validation method; see below.

For each given ordering, we apply the ratio-based method to estimate the bandwidth

parameter k0. We apply a moving-window cross-validation scheme to calculate the post-

sample predictive errors, i.e. for each of t = 2001, · · · , 2184, we fit a model using only its

2000 immediate past observations. We then calculate one-step ahead and two-step ahead

predictive errors. The results are summarized in Table 4. Based on both the one-step ahead

and two-step ahead mean squared predictive errors, the ordering from west to east is preferred

with the ordering from north to south as the close second. Note that for both of the orderings,

the estimated bandwidth parameter is k̂ = 5.

According to the Air Quality Standard in China, the PM2.5 pollution is marked at 7

different levels: Level 1 indicates the lowest pollution with the PM2.5 concentration below 35

micrograms per cubic meter of air, and Level 7 corresponds to the worst scenarios with the

PM2.5 concentration exceeding 500 micrograms per cubic meter of air. For general public the

prediction for the pollution level is of more interest than that for a concrete concentration

value. Table 5 presents the percentages of the corrected one-step ahead and two-step ahead

(post-sample) predictions at each of the 7 levels based on the five different orderings. It is easy

to see from Table 5 that the higher the pollution level is, the more accurate the prediction
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is. Especially Level 6 and 7 pollution can always be correctly predicted based on all the five

models. The preferred models with the ordering from north to south or from west to east

provide overall higher percentages of correct prediction across the 7 pollution levels than the

other three models.

Example 2. Now we consider the annual mortality rates in the period of 1872 — 2009

for the Italian population at age i, for i = 10, 11, · · · , 50. The data were downloaded from

http://www.mortality.org/. Let mi,t be the original mortality rate (male and female in

total) at age i in the t-th year. Fig.4 displays the three series of mi,t with age i = 10, 30,

and 50 respectively. Overall the mortality rates decrease for all age groups over the years

except in the period of World War I in 1914 – 1918 and World War II in 1939 – 1945. Let

{yi,t, t = 1872, · · · , 2009} be the centered log-scaled mortality rates for the i-th age group,

i = 10, 11, · · · , 50. Thus p = 41 and n = 138. This orders the components of yt naturally

by the age. The ratio-based method leads to the estimated bandwidth parameter k̂ = 1 for

this data set. We compute both one-step ahead and two-step ahead post-sample predictive

errors for the last 8 data points for each of 41 series. The results are reported in Table 6.

Also included in Table 6 are the predictive errors based on the spatio-temporal model

of Dou et al. (2016) which uses a known spatial weight matrix but with different scalar

parameters for different location. The spatial weight matrix is defined as W = (wi,j) with

wi,j = ai,j/
∑

i ai,j for i 6= j, and 0 for i = j. We use two specifications for ai,j : (i) a distance

measure ai,j = (1 + |i− j|)−1, and (ii) a correlation measure with ai,j taken as the absolute

sample correlation between yi,t and yj,t. Table 6 indicates clearly that the proposed banded

model performs better than Dou et al. (2016)’s model in post-sample forecasting.

5 Concluding remarks

We propose in this paper a new class of banded spatio-temporal models. The setting does

not require pre-specified spatial weight matrices. The coefficient matrices are estimated by a

generalized method of moments estimation based on a Yule-Walker equation. The bandwidth

of the coefficient matrices is determined by a ratio-based method.
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Appendix: Proofs

We present the proofs for Theorem 1 and Theorem 2 in this appendix. The idea of the proof

for Theorem 2 is similar to that in Dou et al. (2016), but our setting is different since we

have a banded structure and the convergence is a multivariate case. The proof for Theorem

4 follows directly from that of Theorem 2 and the proof for Theorem 3 is similar and simpler

than that of Theorem 2, and they are therefore omitted. We use C to denote a generic

positive constant, which may be different at different places.

Before we prove the main theorems for the estimators in Section 2, we first give a lemma

showing that the process {yt} is strongly mixing under some regularity conditions.

Lemma 1. If Conditions A1 and A2(a) hold, the process yt is α−mixing with the mixing

coefficients αp(k), defined in (3.1), satisfying the condition
∑∞

k=1 αp(k)
γ

4+γ < ∞ uniformly

for all sufficiently large p and some constant γ > 0.

Proof: It suffices to show that, uniformly for sufficiently large p, αp(k) = O(ak) for k ≥ 1

and some constant a ∈ (0, 1). Let

D = (Ip −A)−1B and ξt = (Ip −A)−1εt,

where ξt is the same with that in Condition A2. It follows from (2.3) and Condition A1 that

yt = Dyt−1 + ξt =

∞∑
k=0

Dkξt−k, (A.1)

where D0 = Ip. Note that the results of Lemmas 2.1-2.2 in Pham and Tran (1985) are still

valid for model (A.1) under assumptions A1-A2(a). To avoid the confusion of the notation

α(j) in Pham and Tran (1985), here we define σ(j) =
∑

k≥j ‖Dk‖2 to replace the expression

of α(j) in their paper. By Lemmas 2.1-2.2 and the proof of Theorem 2.1 therein, we have

‖∆n‖L1 ≤ C
∞∑
j=n

σ(j)cj + 2

∞∑
j=n

P (‖ξt‖2 > cj),

where ∆n(x) is defined as (1.1) in Pham and Tran (1985), ‖∆n‖L1 is the L1-norm of ∆n(x)
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and C is a generic constant independent of p. Let cj = pδ/[2(1+δ)]σ(j)−1/(1+δ), by assumptions

A1-A2(a) and Schwartz inequality, we have P (‖ξt‖2 > cj) ≤ E‖ξt‖δ2/cδj and hence

‖∆n‖L1 ≤ C
∞∑
j=n

[
∞∑
i=j

ρi]δ/(1+δ) = O([ρδ/(1+δ)]n) = O(an),

where a = ρδ/(1+δ). The conclusion of Lemma 1 follows from the fact that αp(n) ≤ 4‖∆n‖L1 ,

see Pham and Tran (1985) for details. This completes the proof. �

Proof of Theorem 1. For each i = 1, ..., p, let k̂i = arg max1<k≤K(RSSi(k−1)+wn)
/

(RSSi(k)+

wn). Our goal is to prove that P (k̂ = k0)→ 1. It is sufficient to show that

P (k̂ < k0)→ 0 and P (k̂ > k0)→ 0, (A.2)

respectively. We first investigate the convergence rate of RSSi(k), which is crucial for proving

the statement (A.2) above. For k ≥ k0, let

V̂i,k = (S
(1)
i,k , Σ̂

>
1,k0 ,S

(2)
i,k ,S

(3)
i,k , Σ̂0,k0 ,S

(4)
i,k ), βi,k = (a

(1)>

i,k ,a>i,k0 ,a
(2)>

i,k ,b
(1)>

i,k ,b>i,k0 ,b
(2)>

i,k )>,

where V̂i,k0 = V̂i = (Σ̂
>
1,k0 , Σ̂0,k0) and βi,k0 = βi = (a>i,k0 ,b

>
i,k0

)>, which correspond to

the τi columns of (Σ̂
>
1 , Σ̂0) and τi non-zero elements of (a>i ,b

>
i )>, respectively. Define

Hi,k = V̂ik(V̂
>
i,kV̂i,k)

−1V̂>i,k, it follows from (2.10) and (2.11) that

RSSi(k0) =
1

p
‖(I−Hi,k0)

1

n

n∑
t=1

yt−1εi,t‖22 ≤
1

p
‖I−Hi,k0‖22‖

1

n

n∑
t=1

yt−1εi,t‖22. (A.3)

Since (I −Hi,k0)2 = I −Hi,k0 is a projection matrix, we have ‖I −Hi,k0‖22 ≤ 1. Then, by a

similar argument as (14) in Dou et al. (2016) or (A.17) below in the proof of Theorem 2, we

conclude that

RSSi(k0) ≤
1

p
‖ 1

n

n∑
t=1

yt−1εi,t‖22 = Op(
1

n
). (A.4)

When k > k0, (2.10) can be rewritten as

RSSi(k) =
1

p
min
v1,v2

‖ẑi − V̂i,k0v1 − Si,kv2‖22,
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where Si,k = (S
(1)
i,k ,S

(2)
i,k ,S

(3)
i,k ,S

(4)
i,k ). Let S̃i,k = (Ip −Hi,k0)Si,k, it can be verified that

RSSi(k) =
1

p
‖(Ip −Hi,k0)ẑi‖22 −

1

p
‖S̃i,kv̂2‖22 = RSSi(k0)−

1

p
‖S̃i,kv̂2‖22,

where v̂2 = (S̃>i,kS̃i,k)
−1S̃>i,kẑi. By (2.11) and (A.4), we have

RSSi(k) =RSSi(k0)−
1

p
‖S̃i,k(S̃>i,kS̃i,k)−1S̃>i,k

1

n

n∑
t=1

yt−1εi,t‖22

≤Op(
1

n
) +

1

p
‖S̃i,k(S̃>i,kS̃i,k)−1S̃>i,k‖22‖

1

n

n∑
t=1

yt−1εi,t‖22

=Op(
1

n
), (A.5)

since S̃i,k(S̃
>
i,kS̃i,k)

−1S̃>i,k is a projection matrix.

Similarly, for k < k0, we define

V̂i,k0 = (J
(1)
i,k , Σ̂

>
1,k,J

(2)
i,k ,J

(3)
i,k , Σ̂0,k0 ,J

(4)
i,k ), βi,k0 = (c

(1)>

i,k ,a>i,k, c
(2)>

i,k ,d
(1)>

i,k ,b>i,k,d
(2)>

i,k )>,

where V̂i,k = (Σ̂
>
1,k, Σ̂0,k) and βi,k=(a>i,k,b

>
i,k)
>, which correspond to τi(k) columns of (Σ̂

>
1 ,Σ0)

and τi(k) elements of βi. τi(k) is defined as (2.6) with k0 replaced by k. It follows from (2.11)

that

ẑi = V̂i,k0βi,k0 +
1

n

n∑
t=1

yt−1εi,t = V̂i,kβi,k + Ji,kδi,k +
1

n

n∑
t=1

yt−1εi,t, (A.6)

where Ji,k = (J
(1)
i,k ,J

(2)
i,k ,J

(3)
i,k ,J

(4)
i,k ) and δi,k = (c

(1)>

i,k , c
(2)>

i,k ,d
(1)>

i,k ,d
(2)>

i,k )>. By (2.10) and (A.6),

RSSi(k) =
1

p
‖(Ip −Hi,k)ẑi‖22

=
1

p
‖(I−Hi,k)Ji,kδi,k + (I−Hi,k)

1

n

n∑
t=1

yt−1εi,t‖22

=
1

p
‖(I−Hi,k)Ji,kδi,k‖22 +

1

p
‖(I−Hi,k)

1

n

n∑
t=1

yt−1εi,t‖22

+
2

p
δ>i,kJ

>
i,k(I−Hi,k)

1

n

n∑
t=1

yt−1εi,t. (A.7)

By Condition A5, we have

λmin{J>i,k(Ip −Hi,k)Ji,k} ≥ λ1 and λmax{J>i,k(Ip −Hi,k)Ji,k} ≤ λ2.
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Then, the first term of (A.7) can be bounded by

λ1
p

(a2i,i−k0 + a2i,i+k0 + b2i,i−k0 + b2i,i+k0) ≤ 1

p
‖(I−Hi,k)Ji,kδi,k‖22 ≤

λ2
p
‖βi,k0‖

2
2. (A.8)

By Conditions A6 and A7, (A.8) can be relaxed to

Cnk0λ1 log(p ∨ n)

np
≤ 1

p
‖(I−Hi,k)Ji,kδi,k‖22 ≤

O(1)λ2
p

. (A.9)

The second term is of order Op(
1
n) by (A.4). By Cauchy-Schwarz inequality, the third term

can be bounded by the sum of the first and the second terms. As a result,

Cnk0λ1 log(p ∨ n)

np
+Op(

1

n
) ≤ RSSi(k) ≤ O(1)λ2

p
. (A.10)

Now we are able to prove (A.2). To prove P (k̂ > k0)→ 0, we note that P (k̂ > k0) ≤ P (k̂i >

k0) for some i ∈ {1, ..., p} and the event {k̂i > k0} implies

Ain ≡ {max
k>k0

RSSi(k − 1) + wn
RSSi(k) + wn

>
RSSi(k0 − 1) + wn

RSSi(k0) + wn
}.

Then, we only need to show that P (Ain) → 0 for some i. By (A.5), (A.10) and Condition

A5,
RSSi(k0 − 1) + wn

RSSi(k0) + wn
≥ λ1Cnk0 log(p ∨ n)/(np)

Op(1/n)
→∞, (A.11)

and

max
k>k0

RSSi(k − 1) + wn
RSSi(k) + wn

≤ wn +Op(1/n)

wn
= Op(1). (A.12)

It follows from (A.11) and (A.12) that P (Ain)→ 0, and hence P (k̂ > k0)→ 0.

Similarly, to prove P (k̂ < k0) → 0, we only need to show that P (Bin) → 0 for some

i ∈ {1, ..., p}, where

Bin ≡ {max
k<k0

RSSi(k − 1) + wn
RSSi(k) + wn

>
RSSi(k0 − 1) + wn

RSSi(k0) + wn
}.

By (A.10),

max
k<k0

RSSi(k − 1) + wn
RSSi(k) + wn

≤ wn +Op(1)λ2/p

Cnk0λ1 log(p ∨ n)/(np) +Op(1/n)
. (A.13)
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We now compare the ratio between the upper bound of (A.13) and the lower bound of (A.11),{
wn +Op(1)λ2/p

Cnk0λ1 log(p ∨ n)/(np) +Op(1/n)

}/{
λ1Cnk0 log(p ∨ n)/(np)

Op(1/n)

}
=

Op(p
2) +Op(np)

Op(C2
n(log(p ∨ n))2) +Op(pCn log(p ∨ n))

→ 0, (A.14)

as long as C2
n/(np) → ∞. It follows from (A.11), (A.13) and (A.14) that P (Bin) → 0. If

k0 is not fixed, the upper bound in (A.10) can be replaced by O(1)k0λ2/p, (A.14) still holds

under Conditions A4-A6. This completes the proof of Theorem 1. �

Proof of Theorem 2. By Theorem 1, with probability tending to one, k̂ = k0, and thus it

suffices to consider the set An = {k̂ = k0}. Over the set An, to prove part (i) of Theorem 2

for a fixed k0, following the same arguments in Dou et al. (2016), we only need to verify the

assertions (1) and (2) below.

(1)

√
nU
− 1

2
i V̂>i

(
1

n

n∑
t=2

yt−1εi,t

)
=
√
nU
− 1

2
i

 1
n

∑n
t=2(yj,t)j∈Siy

>
t−1
(
1
n

∑n
t=2 yt−1εi,t

)
1
n

∑n
t=2(yj,t−1)j∈S+

i
y>t−1

(
1
n

∑n
t=2 yt−1εi,t

)


→d N(0, Iτi).

(2) Ki(V̂
>
i V̂i)

−1 →p Iτi .

To prove assertion (1), it suffices to show that for any nonzero vector u = (u>1 ,u
>
2 )> ∈ Rτi ,

where u1 ∈ RSi , u2 ∈ RS
+
i and τi = |Si|+ |S+

i |, the linear combination

√
nu>

 1
n

∑n
t=2(yj,t)j∈Siy

>
t−1
(
1
n

∑n
t=2 yt−1εi,t

)
1
n

∑n
t=2(yj,t−1)j∈S+

i
y>t−1

(
1
n

∑n
t=2 yt−1εi,t

)
 (A.15)

is asymptotically normal. Let us consider one term in the upper block of (A.15) first. For
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each j ∈ Si, we have

1

n

n∑
t=2

yj,ty
>
t−1(

1

n

n∑
t=2

yt−1εi,t) =
1

n

n∑
t=2

(yj,ty
>
t−1 − E(yj,ty

>
t−1))

1

n

n∑
t=2

yt−1εi,t

+
n− 1

n
E(yj,ty

>
t−1)

1

n

n∑
t=2

yt−1εi,t

=
1

n

n∑
t=2

(e>j yty
>
t−1 − e>j Σ1)

1

n

n∑
t=2

yt−1εi,t

+
n− 1

n
e>j Σ1

1

n

n∑
t=2

yt−1εi,t

= E1 + E2. (A.16)

By a similar argument as (14) in Dou et al. (2016), we can show that

E1 = Op(
p

n
) and E2 = Op(

1√
n

). (A.17)

If p = o(
√
n), it follows that

1

n

n∑
t=2

yj,ty
>
t−1(

1√
n

n∑
t=2

yt−1εi,t) = e>j Σ1
1√
n

n∑
t=2

yt−1εi,t + op(1), j ∈ Si. (A.18)

Similarly, we can show that

1

n

n∑
t=2

yj,t−1y
>
t−1(

1√
n

n∑
t=2

yt−1εi,t) = e>j Σ0
1√
n

n∑
t=2

yt−1εi,t + op(1), j ∈ S+
i . (A.19)

Now it suffices to prove

Sn,p ≡ uT1 I>SiΣ1
1√
n

n∑
t=2

yt−1εi,t + u>2 I>
S+
i

Σ0
1√
n

n∑
t=2

yt−1εi,t

is asymptotically normal, where ISi and IS+
i

are defined as those in (3.4).

Now we calculate the variance of Sn,p. It holds that

Var(uT1 I>SiΣ1
1√
n

n∑
t=2

yt−1εi,t) =uT1 I>SiΣ1
n− 1

n
Σy,εi(0)Σ>1 ISiu1 (A.20)

+ u>1 I>SiΣ1

n−2∑
j=1

(1− j + 1

n
)[Σy,εi(j) + Σ>y,εi(j)]Σ

>
1 ISiu1.
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We note that

E|e>j Σ1yt−1εi,t|
4+γ
2 ≤ [E|e>j Σ1yt−1|4+γ ]

1
2 [E|εi,t|4+γ ]

1
2 ≤ ∞.

By Proposition 2.5 of Fan and Yao (2003), it follows from
∑∞

j=1 αp(j)
γ

4+γ < ∞ in Lemma 1

that

sup
p

∞∑
j=1

|u>1 I>SiΣ1[Σy,εi(j) + Σ>y,εi(j)]Σ
>
1 ISiu1|

≤ C sup
j1,j2≤p

∞∑
j=1

|e>j1Σ1Σy,εi(j)Σ
>
1 ej2 |

≤ C sup
l≤p

∞∑
j=1

αp(j)
γ

4+γ (E|e>l Σ1yt−1|4+γ)
2

4+γ (E|εi,t|4+γ)
2

4+γ < ∞.

Similarly,

Cov

(
uT1 I>SiΣ1

1√
n

n∑
t=2

yt−1εi,t,u
>
2 I>

S+
i

Σ0
1√
n

n∑
t=2

yt−1εi,t

)

=uT1 I>SiΣ1
n− 1

n
Σy,εi(0)Σ0IS+

i
u2

+ u>1 I>SiΣ1

n−2∑
j=1

(1− j + 1

n
)[Σy,εi(j) + Σ>y,εi(j)]Σ0IS+

i
u2,

and supp
∑∞

j=1 |u>1 I>SiΣ1[Σy,εi(j) + Σ>y,εi(j)]Σ0IS+
i

u2| < ∞. Calculating all the variance

and covariance and summing them up, it follows from dominate convergence theorem that

Var

(
Sn,p√
u>Uiu

)
→ 1.

To prove the asymptotic normality of Sn,p, we can employ the small-block and large-block

arguments as those in Dou et al. (2016). We will borrow the notations kn, sn and ln from

their paper with the same properties and briefly introduce the steps for our case.

We can partition Sn,p in the following way

Sn,p = u>1
1√
n

kn∑
j=1

ξ
(1)
j + u>2

1√
n

kn∑
j=1

ξ
(2)
j + u>1

1√
n

kn∑
j=1

η
(1)
j + u>2

1√
n

kn∑
j=1

η
(2)
j

u>1
1√
n
ζ(1) + u>2

1√
n
ζ(2), (A.21)
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where

ξ
(1)
j =

jln+(j−1)sn∑
t=(j−1)(ln+sn)+1

I>SiΣ1yt−1εi,t, η
(1)
j =

j(ln+sn)∑
t=jln+(j−1)sn+1

I>SiΣ1yt−1εi,t,

ξ
(2)
j =

jln+(j−1)sn∑
t=(j−1)(ln+sn)+1

I>
S+
i

Σ0yt−1εi,t, η
(2)
j =

j(ln+sn)∑
t=jln+(j−1)sn+1

I>
S+
i

Σ0yt−1εi,t,

ζ(1) =
n∑

t=kn(ln+sn)+1

I>SiΣ1yt−1εi,t, ζ(2) =
n∑

t=kn(ln+sn)+1

I>
S+
i

Σ0yt−1εi,t,

and the summation starts from y0 for the convenience of calculation. Note that, ξ
(1)
j , η

(1)
j

and ζ
(1)
j are |Si| dimensional vectors, and ξ

(2)
j , η

(2)
j and ζ

(2)
j are |S+

i | dimensional vectors.

Since αp(n) = o(n
− (2+γ/2)2

2(2+γ/2−2) ) and knsn/n→ 0, (ln + sn)/n→ 0, by applying Proposition 2.7

of Fan and Yao (2003), it holds that

1√
n

kn∑
j=1

η
(l)
j = op(1) and

1√
n
ζ(l) = op(1), l = 1, 2. (A.22)

Therefore,

Sn,p = u>1
1√
n

kn∑
j=1

ξ
(1)
j + u>2

1√
n

kn∑
j=1

ξ
(2)
j + op(1) ≡ Tn,p + op(1). (A.23)

Similar to (A.20), we can calculate the variance of Tn,p and it holds that

Var

(
Tn,p√
u>Uiu

)
→ 1, (A.24)

see also Dou et al. (2016) for a similar argument. Now, it suffices to prove the asymptotic

normality of Tn,p. We partition Tn,p into two parts via truncation. Specifically, we define

ξ
(1)L
j =

jln+(j−1)sn∑
t=(j−1)(ln+sn)+1

I>SiΣ1yt−1εi,tI{‖I>SiΣ1yt−1εi,t‖2≤L},

and

ξ
(1)R
j =

jln+(j−1)sn∑
t=(j−1)(ln+sn)+1

I>SiΣ1yt−1εi,tI{‖I>SiΣ1yt−1εi,t‖2>L}.
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Similarly, we can define ξ
(2)L
j and ξ

(2)R
j . Then,

Tn,p =

uT1
1√
n

kn∑
j=1

ξ
(1)L
j + uT2

1√
n

kn∑
j=1

ξ
(2)L
j

+

uT1
1√
n

kn∑
j=1

ξ
(1)R
j + uT2

1√
n

kn∑
j=1

ξ
(2)R
j


≡ TLn,p + TRn,p. (A.25)

Define

Σ
(Si,S

+
i )

y,εi,L (j) = Cov(yt−1+jεi,t+jI{‖I>SiΣ1yt−1+jεi,t+j‖2≤L},yt−1εi,tI{‖I>
S+
i

Σ0yt−1εi,t‖2≤L})

for j = 0, 1, 2, ..., and

Σ
(Si,S

+
i )

y,εi,L = Σ
(Si,S

+
i )

y,εi,L (0) +

∞∑
j=1

(
Σ

(Si,S
+
i )

y,εi,L (j) + (Σ
(Si,S

+
i )

y,εi,L (j))>
)
.

Similarly we have Σ
(Si,Si)
y,εi,L , Σ

(S+
i ,Si)

y,εi,L and Σ
(S+
i ,S

+
i )

y,εi,L . Let

UL
i ≡

 I>SiΣ1Σ
(Si,Si)
y,εi,LΣ>1 ISi I>SiΣ1Σ

(Si,S
+
i )

y,εi,L Σ0IS+
i
.

I>
S+
i

Σ0Σ
(S+
i ,Si)

y,εi,L Σ>1 ISi I>
S+
i

Σ0Σ
(S+
i ,S

+
i )

y,εi,L Σ0IS+
i

 . (A.26)

Then UL
i → Ui as L→∞. Similar to (A.24), it holds that

Var

 TLn,p√
u>UL

i u

→ 1.

If we define URi in a similar way, then URi → 0 as L → ∞ and Var(TRn,p/
√

u>UR
i u) → 1 as

n→∞. Define

Mn,p =

∣∣∣∣∣E exp

(
itTn,p√
u>Uiu

)
− exp

(
− t

2

2

)∣∣∣∣∣ , (A.27)

where i =
√
−1. Then, the required result follows from the statement that

lim
n→∞

Mn,p < δ, (A.28)

for any given δ > 0. This can be done by following the same arguments as part 2.7.7 of Fan

and Yao (2003), see also Dou et al. (2016). Therefore, the proof of assertion (1) is completed.

To prove assertion (2), it is sufficient to show that each element of V̂>i V̂i converges in
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probability to the corresponding element of Ki. By (2.13), we have

V̂>i V̂i ≡


1
n

n∑
t=2

I>Siyty
>
t−1

1
n

n∑
t=2

yt−1y
>
t ISi

1
n

n∑
t=2

I>Siyty
>
t−1

1
n

n∑
t=2

yt−1y
>
t−1IS+

i

1
n

n∑
t=2

I>
S+
i

yt−1y
>
t−1

1
n

n∑
t=2

yt−1y
>
t ISi

1
n

n∑
t=2

I>
S+
i

yt−1y
>
t−1

1
n

n∑
t=2

yt−1y
>
t−1IS+

i

 .

Let us take one element of V̂>i V̂i as an example. For some j1, j2 ∈ Si,

1

n

n∑
t=1

e>j1yty
>
t−1

1

n

n∑
t=1

yt−1y
>
t ej2

=

(
1

n

n∑
t=1

e>j1yty
>
t−1 − e>j1Σ1

)(
1

n

n∑
t=1

yt−1y
>
t ej2 −Σ>1 ej2

)

+ e>j1Σ1

(
1

n

n∑
t=1

yt−1y
>
t ej2 −Σ>1 ej2

)
+

(
1

n

n∑
t=1

e>j1yty
>
t−1 − e>j1Σ1

)
Σ>1 ej2

+ e>j1Σ1Σ
>
1 ej2 . (A.29)

Using the same arguments as (A.17), the first term is Op(
p
n) and the second and the third

terms are of order Op(
1√
n

). Hence given p = o(n), it holds that

1

n

n∑
t=1

e>j1yty
>
t−1

1

n

n∑
t=1

yt−1y
>
t ej2/(e

>
j1Σ1Σ

>
1 ej2)→ 1.

Applying the same arguments to the other elements of V̂>i V̂i, we have

Ki(V̂
>
i V̂i)

−1 →p Iτi .

When k0 is diverging with the rate o(C−1n n/ log(p ∨ n)), Theorem 1 still holds. We can

also show that ‖V̂>i V̂i −Ki‖F = Op(

√
k20
n ) = op(1) if p = o(

√
n) since k0 < p, then we have

λmin(V̂>i V̂i) ≥ c with probability tending to 1. By (2.12), (A.16) and (A.17),

‖β̂i − βi‖2 ≤ C‖
1

n
V̂>i

n∑
t=2

yt−1εi,t‖2 = Op(

√
k0
n

), i = 1, ..., p.

Part (ii) of Theorem 2 for a fixed k0 follows immediately from (A.16) and (A.29) if
√
n = O(p) and p = o(n).
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When k0 is diverging with the rate o{min(C−1n n/ log(p∨n), n/p)}, by a similar argument as

above, we have ‖V̂>i V̂i−Ki‖F = Op(

√
k20p

2

n2 ) = op(1), and λmin(V̂>i V̂i) ≥ c with probability

tending to 1. If
√
n = O(p) and p = o(n), by (2.12), (A.16) and (A.17),

‖β̂i − βi‖2 ≤ C‖
1

n
V̂>i

n∑
t=2

yt−1εi,t‖2 = Op(

√
k0p2

n2
) = op(k

1/2
0 p/n), i = 1, ..., p.

The proof is completed. �
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Â
‖ 2

‖B
−

B̂
‖ 2

‖A
−

Â
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Table 4: Example 1 – one-step and two-step ahead post-sample mean squared predictive
errors and their standard deviations (in parentheses) over the 36 stations.

Ordering k̂ One-step ahead Two-step ahead

north to south 5 0.108 (0.283) 0.161 (0.455)

west to east 5 0.107 (0.280) 0.161 (0.309)

northwest to southeast 7 0.223 (0.483) 0.325 (0.690)

northeast to southwest 7 0.154 (0.435) 0.215 (0.452)

distance to Miyun 5 0.107 (0.315) 0.190 (0.577)

Table 5: Example 1 – percentages of correct one-step ahead and two-step ahead predictions
at the 7 different pollution levels across 36 stations.

Ordering Level 1 Level 2 Level 3 Level 4 Level 5 Level 6 Level 7

north to south 1-step 71.8 69.7 70.8 73.8 84.5 100 100

2-step 68.9 66.4 68.7 73.4 84.1 100 100

west to east 1-step 76.2 69.7 66.8 77.3 87.8 100 100

2-step 72.1 64.4 62.1 75.3 86.3 100 100

NW to SE 1-step 72.4 66.5 61.3 71.3 87.1 100 100

2-step 68.9 63.2 59.0 68.5 86.1 100 100

NE to SW 1-step 75.1 62.4 63.6 73.5 87.1 100 100

2-step 71.1 59.8 60.4 72.7 86.7 100 100

distance to Miyun 1-step 73.4 72.8 67.9 72.7 85.9 100 100

2-step 68.6 67.7 62.6 71.2 85.7 100 100

Table 6: Example 2 – one-step and two-step ahead post-sample mean squared predictive
errors over 41 components and their standard deviations (in parentheses).

One-step ahead Two-step ahead

Banded Model with k̂ = 1 0.001 (0.001) 0.020 (0.056)

Dou et al’s model with distance weights 0.001 (0.001) 3.229 ( 6.468)

Dou et al’s model with correlation weights 0.008 (0.020) 1.107 (0.930)
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Figure 1: Map of the 36 PM2.5 monitoring stations in Beijing
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Figure 2: Time series plots of hourly PM2.5 readings in the period of 1 April – 30 June 2016
at, from top to bottom, MiYun, Huairou and Shunyi.
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Figure 3: Time series plots of the log-transformed and centered hourly PM2.5 readings in the
period of 1 April – 30 June 2016 at, from top to bottom, MiYun, Huairou and Shunyi.
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Figure 4: Time series plots of the original yearly mortality rates (male and female in total)
in the period of 1951 – 2009 for ages i = 10, 30, 50.
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