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Abstract

We propose an autoregressive framework for modelling dynamic networks with dependent

edges. It encompasses the models which accommodate, for example, transitivity, density-

dependent and other stylized features often observed in real network data. By assuming the

edges of network at each time are independent conditionally on their lagged values, the mod-

els, which exhibit a close connection with temporal ERGMs, facilitate both simulation and the

maximum likelihood estimation in the straightforward manner. Due to the possible large num-

ber of parameters in the models, the initial MLEs may suffer from slow convergence rates. An

improved estimator for each component parameter is proposed based on an iteration based on

the projection which mitigates the impact of the other parameters (Chang et al., 2021, 2023).

Based on a martingale difference structure, the asymptotic distribution of the improved estima-

tor is derived without the stationarity assumption. The limiting distribution is not normal in

general, and it reduces to normal when the underlying process satisfies some mixing conditions.

Illustration with a transitivity model was carried out in both simulation and a real network data

set.

Key words: conditional independence, dynamic networks, maximum likelihood estimation, stylized features

of network data, transitivity.
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1 Introduction

Dynamic network modelling with dependent edges is practically important and relevant but tech-

nicall challenging. Without dependence across different edges, it is impossible to incorporate into

the models some stylized features often observed in real network data such as transitivity, den-

sity dependence. On the other hand, dependent edges make the dynamic structures of network

processes complex and statistical inference challenging. Existing literature on modeling dynamic

networks with dependent edges can be divided into two categories: latent process based models

(Friel et al., 2016; Durante and Dunson, 2016; Matias and Miele, 2017), and temporal exponen-

tial family random-graph models (ERGMs) (Hanneke et al., 2010; Krivitsky and Handcock, 2014;

Leifeld et al., 2018). Inference and simulation for the latent process based models rely on compute-

intensive methods such as MCMC and EM algorithms, as their likelihood functions are not explicitly

available. Furthermore the dependence depicted by latent process based models are implicit, and

it cannot be configured easily to accommodate stylized features of real network data. On the other

hand, it is well documented that ERGMs without a proper control on the level of dependence may

suffer from lack of computational scalability, instable estimation algorithms, and cancentration on

extreme subspaces of graph space. See Schweinberger et al. (2020) and the references within. More

recently Süveges and Olhede (2023) proposed a block logistic autoregressive network model with

dependent edges, which was fitted using an EM algorithm.

In this paper, we propose a new autoregressive based Markov chain model with dependent

edge. Following Jiang et al. (2023a,b), we specify the transition probabilities of forming a new

edge or dissolving an existing edge between each pair of nodes explicitly depending on its history.

Furthermore we allow those probabilities depending on the histories of other edge processes. This

enlarged form of the transition probabilities make the model flexible enough to accommodate the

stylized features such as transitivity and density dependence. The resulting network processes have

dependent edges, which is radically different from those considered in Jiang et al. (2023a,b). Similar

to Hanneke et al. (2010), Leifeld et al. (2018) and Süveges and Olhede (2023), we assume that the

edges are conditionally independent given their joint histories. This makes both statistical inference

and theoretical analysis more transparent. This conditional independence avoids the difficulties

caused by the normalized constants in ERGMs; see Hanneke et al. (2010) and Leifeld et al. (2018).
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Based on the conditional independence, we can build up a martingale difference structure which

facilitates the asymptotic analysis for the maximum likelihood estimation (see Section 4 below).

This, to our best knowledge, has never been done before in the context of dynamic networks with

dependence edges.

The rest of the paper is organized as follows. Section 2 presents the general AR network

framework with dependent edges. We also discuss the relationship between the proposed AR

models and temporal ERGMs. Section 3 contains three concrete AR models which are designed

to model, respectively, density-dependence, persistence, and transitivity — those are among the

stylized features often observed in real network data. The two versions of the maximum likelihood

estimation (MLE) for the parameters in the AR models and the associated asymptotic theory are

presented in Section 4. We introduce the concepts of local parameters and global parameters,

which need to be identified and estimated separatly. They may also entertain different convergence

rates. The initial MLE suffers from slower convergence rates due to the diverging number of local

parameters. An improved MLE for each component parameter is obtained by projecting the score

function onto the corresponding direction, which mitigates the impact of the other parameters

(Chang et al., 2021, 2023). Based on a martingale difference structure, the asymptotic distribution

of the improved estimator is derived without the stationarity assumption. The limiting distribution

is not normal in general. But it reduces to normal when the underlying process satisfies some

mixing conditions which holds for many stationary processes. Section 5 presents an illustration via

simulation for the proposed transitivity model. Further illustration with a real dynamic network

data set is reported in Section 6. An online supplementary contains further more numerical results

and all the technical proofs.

Notation. For any positive integer r, write rrs “ t1, . . . , ru and Rr
` “ tpx1, . . . , xrqJ : xi ą

0 for any i P rrsu. For any x, y P R, we write x _ y “ maxpx, yq. For two positive sequences tanu

and tbnu, we write an ! bn if lim supnÑ8 an{bn “ 0, and an À bn if lim supnÑ8 an{bn ă 8. For

any vector b “ pb1, . . . , brqJ P Rr, we let b´l denote the sub-vector of b by removing the l-th

component bl. Given an index set M Ă rrs, we let bM denote the sub-vector of b that consists of

the components of b indexed by M. For any r1 ˆ r2 real matrix B, denote by BJ its transpose.

When r1 “ r2, we use λminpBq to denote the smallest eigenvalue of the square matrix B. For any

set U , |U | denotes its cardinality.
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2 AR(m) network framework

2.1 Model

Consider a dynamic network process defined on p nodes denoted by 1, . . . , p. Let Xt ” pXt
i,jqpˆp

be the adjacency matrix at time t, where Xt
i,j “ 1 denotes the existence of an edge between nodes

i and j at time t, and 0 otherwise. For simplicity, we only consider undirected networks without

self-loops, i.e. Xt
i,i ” 0 and Xt

i,j “ Xt
j,i. The main idea can be applied to directed networks.

Definition 1 (AR(m) networks) Conditionally on tXsusďt´1, the edges tXt
i,ju1ďiăjďp are mu-

tually independent with

αt´1
i,j ” PpXt

i,j “ 1 |Xt´1
i,j “ 0,Xt´1zXt´1

i,j ,Xt´k for k ě 2q

“ PpXt
i,j “ 1 |Xt´1

i,j “ 0,Xt´1zXt´1
i,j ,Xt´2, . . . ,Xt´mq , (2.1)

βt´1
i,j ” PpXt

i,j “ 0 |Xt´1
i,j “ 1,Xt´1zXt´1

i,j ,Xt´k for k ě 2q

“ PpXt
i,j “ 0 |Xt´1

i,j “ 1,Xt´1zXt´1
i,j ,Xt´2, . . . ,Xt´mq , (2.2)

where m ě 1 is an integer.

An AR(m) network process defined above is a Markov chain with order m. Based on (2.1) and

(2.2), we have

PpXt
i,j “ 1 |Xt´1, . . . ,Xt´mq “ αt´1

i,j ` Xt´1
i,j p1 ´ αt´1

i,j ´ βt´1
i,j q ” γt´1

i,j , (2.3)

which implies that

Xt
i,j |Xt´1, . . . ,Xt´m „ Bernoullipγt´1

i,j q , 1 ď i ă j ď p .

Clearly edges Xt
i,j , for different pi, jq, are not independent with each other. We may impose various

forms for the conditional probabilities αt´1
i,j and βt´1

i,j to reflect different stylized features of network

data. Put

αt´1
i,j “ fi,jpXt´1zXt´1

i,j ,Xt´2, . . . ,Xt´m;θ0q ,

βt´1
i,j “ gi,jpXt´1zXt´1

i,j ,Xt´2, . . . ,Xt´m;θ0q ,

(2.4)
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where fi,j ’s and gi,j ’s are known functions, and θ0 P Θ Ă Rq is a q-dimensional unknown true

parameter vector. For any θ P Θ, write

αt´1
i,j pθq “ fi,jpXt´1zXt´1

i,j ,Xt´2, . . . ,Xt´m;θq ,

βt´1
i,j pθq “ gi,jpXt´1zXt´1

i,j ,Xt´2, . . . ,Xt´m;θq .

Then αt´1
i,j “ αt´1

i,j pθ0q and βt´1
i,j “ βt´1

i,j pθ0q.

Modelling dynamic networks by Markov or/and AR models is not new. See, for example,

Snijders (2005), Ludkin et al. (2018), Yang et al. (2011), Yudovina et al. (2015), and Jiang et al.

(2023b). However, most available Markov models are designed for Erdös-Renyi networks with

independent edges. Our setting provides a general framework to accommodate various dependence

structures across different edges. Some practical network models satisfy this general framework are

introduced in Section 3.

For the special AR(1) processes (i.e. m “ 1), if both fi,j and gi,j in (2.4) are always positive

and smaller than 1 for all 1 ď i ă j ď p, tXtutě1 is an irreducible homogeneous Markov chain

with 2ppp´1q{2 states. Therefore when p is fixed, (i) there exists a unique stationary distribution,

and (ii) if X0 is activated according to this stationary distribution, the process tXtutě1 is strictly

stationary and ergodic. See Theorems 3.1, 3.3 and 4.1 in Chapter 3 of Brémaud (1998). Hence

the density-dependent model introduced in Section 3.1 and the transitivity model introduced in

Section 3.3 are strictly stationary for any fixed constant p if all the transition probability functions

αt´1
i,j and βt´1

i,j are strictly between 0 and 1. It is worth pointing out that the ergodicity only holds

for any fixed constant p. Hence we cannot take for granted that the sample means of Xt and/or

its summary statistics converge when p diverges together with the sample size, even when Xt is

stationary. Note that stationarity is not an asymptotic property while ergodicity is.

2.2 Relationship to temporal ERGMs

Similar to temporal ERGMs explored in Hanneke et al. (2010) and Leifeld et al. (2018), we assume

that the edges are conditionally independent given their lagged values. But instead of specifying

some exponential family distributions as the transition probabilities, we define, separately, the

probability for forming a new edge in (2.1), and that for dissolving an existing edge in (2.2). Those

two probability functions can be in any desirable forms as presented in (2.4). This allows us to
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impose some closed-forms of parametric functions for αt´1
i,j and βt´1

i,j , and those functions need only

to be between 0 and 1. Hence, the likelihood functions are explicitly available, which allows us to

depict more explicitly in our models some stylized features often observed in real network data.

See Section 3 for details. The numerical analysis with both simulated and real data in Sections 5

and 6 indicates that the proposed AR models are capable to simulate and to reflect some observed

interesting dynamic network phenomena.

The temporal ERGMs with conditional independent edges (Hanneke et al., 2010; Leifeld et al.,

2018) can be expressed in our AR(m) framework as

αt´1
i,j pθq “

exptϕpθqJui,jpXt´1zXt´1
i,j ,Xt´2, . . . ,Xt´mqu

1 ` exptϕpθqJui,jpXt´1zXt´1
i,j ,Xt´2, . . . ,Xt´mqu

,

βt´1
i,j pθq “

exptψpθqJvi,jpXt´1zXt´1
i,j ,Xt´2, . . . ,Xt´mqu

1 ` exptψpθqJvi,jpXt´1zXt´1
i,j ,Xt´2, . . . ,Xt´mqu

,

where ui,jp¨q and vi,jp¨q have closed-form expressions based on the sufficient statistics of the original

temporal ERGM. Furthermore, if ϕpθq and ψpθq in the above expressions are replaced by, respec-

tively, ϕpθαq and ψpθβq, where θα and θβ are two sets of different parameters, Xt follows the

separable temporal ERGM with conditional independent edges given the past networks (Krivitsky

and Handcock, 2014). See Section A of the supplementary material for the detailed discussion on

the relationship of the proposed AR models and temporal ERGMs.

3 Some interesting AR network models

To illustrate the usefulness of the AR(m) framework proposed above, we state three AR(m) net-

work models which reflect various stylized features in real network data. In all three models, the

parameters tξiu
p
i“1 and tηiu

p
i“1 reflect node heterogeneity in, respectively, forming a new edge and

dissolving an existing edge. Specifically, the larger ξi is, the more likely node i will form new edges

with other nodes, and the larger ηi is, the more likely the existing edges between node i and the

others will be dissolved. Instances of these three models can be simulated using our development

R package arnetworks, available at https://github.com/peterwmacd/arnetworks.
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3.1 Density-dependent model

Let ϑt´1
i,j “ expta0D

t´1
´i,´j `a1pDt´1

i `Dt´1
j qu and ϖt´1

i,j “ exptb0p1´Dt´1
´i,´jq`b1p2´Dt´1

i ´Dt´1
j qu

with

Dt´1
´i,´j “

1

pp ´ 2qpp ´ 3q

ÿ

k,ℓ: k,ℓ‰i,j, k‰ℓ

Xt´1
k,ℓ and Dt´1

i “
1

p ´ 1

ÿ

ℓ: ℓ‰i

Xt´1
i,ℓ ,

where Dt´1
i and Dt´1

j are, respectively, the densities of node i and node j at time t´1, and Dt´1
´i,´j

is the network density excluding nodes i and j at time t´1. We specify the transition probabilities

as follows:

αt´1
i,j pθq “

ξiξjϑ
t´1
i,j

1 ` ϑt´1
i,j ` ϖt´1

i,j

, βt´1
i,j pθq “

ηiηjϖ
t´1
i,j

1 ` ϑt´1
i,j ` ϖt´1

i,j

. (3.1)

This is an AR(1) model with parameter vector θ “ pa0, a1, b0, b1, ξ1, . . . , ξp, η1, . . . , ηpqJ P Θ Ă

R2p`4
` . Then the propensity to form a new edge between nodes i and j at time t is positively

impacted by Dt´1
´i,´j , D

t´1
i and Dt´1

j , and the propensity to dissolve an existing edge between nodes

i and j at time t is negatively impacted by these three densities.

Hanneke et al. (2010) proposed an ERGM with network density in its index function. In (3.1)

we explicitly specify the impact from the density functions on forming a new edge and dissolving

an existing edge, while the model in Section 2.1 of Hanneke et al. (2010) does not differentiate

the representations for these two types of impact. Within a separable ERGM framework, the edge

counts model of Krivitsky and Handcock (2014) assumes that the collection of all newly formed

edges is conditionally independent of the collection of all newly dissolved edges given their history,

and the two conditional distributions are controlled by different parameters.

3.2 Persistence model

We define the transition probabilities

αt´1
i,j pθq “ ξiξj expr´1 ´ atp1 ´ Xt´2

i,j q ` p1 ´ Xt´2
i,j qp1 ´ Xt´3

i,j qus ,

βt´1
i,j pθq “ ηiηj expt´1 ´ bpXt´2

i,j ` Xt´2
i,j Xt´3

i,j qu .

(3.2)

This is an AR(3) model with parameter vector θ “ pa, b, ξ1, . . . , ξp, η1, . . . , ηpqJ P Θ Ă R2p`2
` . The

probability to form a new edge between nodes i and j at time t is reduced if Xt´2
i,j “ 0, and it is

reduced further if, in addition, Xt´3
i,j “ 0. The probability to dissolve an existing edge is reduced if
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Xt´2
i,j “ 1, and it is reduced further if, in addition, Xt´3

i,j “ 1. Hence if the edge status between two

nodes is unchanged for 2 or 3 time periods, the probability for it remaining unchanged next time

is larger than that otherwise.

Model (3.2) defines an AR(3) network process Xt “ pXt
i,jqpˆp with ppp´1q{2 independent edge

processes. Although the conclusion on the AR(1) stationarity in the last paragraph of Section 2.1

does not apply directly, this AR(3) network process is also strictly stationary, which is implied by

the fact that tXt
i,jutě1 is strictly stationary for each 1 ď i ă j ď p. Formally, for given pi, jq such

that 1 ď i ă j ď p, let Yt “ pXt
i,j , X

t´1
i,j , Xt´2

i,j qJ. Then tYtutě1 is a homogeneous Markov chain

with 23 “ 8 states. Let P denote the transition probability matrix of tYtutě1. Then P is a 8 ˆ 8

matrix with only 2 positive elements in each row and each column, provided that ξiξj , ηiηj P p0, eq.

It is straightforward to check that each row or column of P2 has only 4 positive elements, and, more

importantly, all the elements of P3 is positive. Hence, the Markov chain tYtutě1 is irreducible. By

Theorems 3.1 and 3.3 in Chapter 3 of Brémaud (1998), the process tYtutě1 is strictly stationary,

and so is tXt
i,jutě1.

The persistent connectivity or non-connectivity is widely observed in, for example, brain net-

works, gene connections and social networks. The stability ERGM of Hanneke et al. (2010) does

not differentiate between the propensity for retaining an existing edge and that for retaining a

no-edge status.

3.3 Transitivity model

We propose an AR(1) model to reflect the feature of transitivity which refers to the phenomenon

that nodes are more likely to link if they share links in common (i.e. ‘the friend of my friend is also

my friend’). To this end, we specify the transition probabilities as follows:

αt´1
i,j pθq “

ξiξj exppaU t´1
i,j q

1 ` exppaU t´1
i,j q ` exppbV t´1

i,j q
,

βt´1
i,j pθq “

ηiηj exppbV t´1
i,j q

1 ` exppaU t´1
i,j q ` exppbV t´1

i,j q
,

(3.3)

8



where θ “ pa, b, ξ1, . . . , ξp, η1, . . . , ηpqJ P R2p`2
` , and

U t´1
i,j “

1

p ´ 2

ÿ

k: k‰i,j

Xt´1
i,k Xt´1

j,k ,

V t´1
i,j “

1

p ´ 2

ÿ

k: k‰i,j

tXt´1
i,k p1 ´ Xt´1

j,k q ` p1 ´ Xt´1
i,k qXt´1

j,k u .

(3.4)

The pair pU t´1
i,j , V t´1

i,j q characterizes the number of nodes with which both nodes i and j are con-

nected, and the number of nodes with which only one of i and j is connected at time t ´ 1. The

larger U t´1
i,j is (i.e. the more common friends i and j share at time t ´ 1), the more likely Xt

i,j “ 1.

The larger V t´1
i,j is, the more likely Xt

i,j “ 0. This reflects the transitivity of the networks. High

levels of transitivity are found in various networks including friendship networks, industrial supply-

chains, international trade flows, and alliances across firms and nations. Note that the quantity

U t´1
i,j , used in Graham (2016) to define the edge status of Xt

i,j , reflects the information based on

which companies such as Facebook and LinkedIn have recommended new links to their customers.

See also the transitivity ERGM of Hanneke et al. (2010).

We may use different parameters a and b in defining αt´1
i,j pθq and βt´1

i,j pθq in (3.3). We do not

pursue this more general form as (i) using different ξi and ηi reflects already the differences in

the propensity between forming a new edge and dissolving an existing edge, and, perhaps more

importantly, (ii) since most practical networks are sparse, the effective sample size for estimating

the transition probability from the state of an existing edge is small. Therefore estimating the

parameters only occurring in βt´1
i,j pθq will be harder than those in αt´1

i,j pθq. Using the same a and b

in both αt´1
i,j pθq and βt´1

i,j pθq improves the estimation by pulling the information together. See also

the relevant simulation results in Section C.2 in the online supplementary.

4 Estimation

4.1 General approach

The natural units of observation in our model are the Xt
i,j , indicating presence or absence of an edge

between nodes i and j at time t. Intuitively, the extent to which these observations can contribute

useful information to the estimation of a given element θl of θ P Θ depends in turn on the extent

to which that element plays a consistent role over time t in the corresponding probabilities

γt´1
i,j pθq “ αt´1

i,j pθq ` Xt´1
i,j t1 ´ αt´1

i,j pθq ´ βt´1
i,j pθqu .
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By (2.3), we have γt´1
i,j “ γt´1

i,j pθ0q.

We formalize the above intuition as follows.

Definition 2 (Global/local parameters) Write θ “ pθ1, . . . , θqqJ, where q ě 1 is the total

number of parameters. Let

G “
␣

l P rqs : γt´1
i,j pθq involves θl for all 1 ď i ă j ď p and t P rnszrms

(

.

We call θG and θGc, respectively, the global parameter vector and the local parameter vector.

In all three models presented in Section 3, tξiu
p
i“1 and tηiu

p
i“1 are local parameters, while all the

other parameters in the models are global parameters. As we discuss below in Section 4.2, the

global parameter vector θ0,G and the local parameter vector θ0,Gc need to be treated differently,

which we accomplish via partial likelihoods. The resulting estimators may also entertain different

convergence rates.

The asymptotic theory on the convergence rates and the limiting distributions of the proposed

estimators will be developed here under the scenario where the sample size n Ñ 8 while the

number of nodes p can be either fixed or diverge together with n. When p diverges with n, both

the ergodicity and the central limit theorem for stationary Markov chains no longer apply even when

Xt is stationary (see the last paragraph in Section 2.1). Based on the conditional independence in

our models, regardless of whether p is fixed or diverges with n, we can construct some martingale

difference sequences, appropriate partial sums of which are amendable to the required asymptotic

analysis without the stationarity assumption.

We develop the estimation theory for our models in three stages below. Sufficient conditions for

identification of θ0 are established with respect to an expected partial log-likelihood ℓ
plq
n,ppθq, defined

in (4.2). An initial estimator rθ results from maximizing the corresponding partial log-likelihoods

ℓ̂
plq
n,ppθq defined in (4.6), for each l P rqs. Finally, because of the potential high-dimensionality of our

models (number of local parameters increasing with number of nodes), these estimators can suffer

from slow rates of convergence. We offer estimators with improved rate of convergence, derived as

a refinement of the initial estimator via the notion of projected score functions.

10



4.2 Identification of θ0

Let Ft be the σ-field generated by tX1, . . . ,Xtu. For any l P rqs, define

Sl “
␣

pi, jq : 1 ď i ă j ď p and γt´1
i,j pθq involves θl for any t P rnszrms

(

. (4.1)

If θl is a global parameter, Sl “ tpi, jq : 1 ď i ă j ď pu. For estimating θl for l P rqs, put

ℓplq
n,ppθq “

1

pn ´ mq|Sl|

n
ÿ

t“m`1

ÿ

pi,jqPSl

EFt´1

␣

log
“

tγt´1
i,j pθqu

Xt
i,jt1 ´ γt´1

i,j pθqu
1´Xt

i,j
‰(

, (4.2)

where EFt´1p¨q denotes the conditional expectation given Ft´1 with the unknown true parameter

vector θ0. For any t P rnszrms and 1 ď i ă j ď p, due to log x ď x ´ 1 for any x ą 0, we have

EFt´1

␣

log
“

tγt´1
i,j pθqu

Xt
i,jt1 ´ γt´1

i,j pθqu
1´Xt

i,j
‰(

´ EFt´1

␣

log
“

tγt´1
i,j pθ0qu

Xt
i,jt1 ´ γt´1

i,j pθ0qu
1´Xt

i,j
‰(

ď EFt´1

«

tγt´1
i,j pθqu

Xt
i,jt1 ´ γt´1

i,j pθqu
1´Xt

i,j

tγt´1
i,j pθ0qu

Xt
i,jt1 ´ γt´1

i,j pθ0qu
1´Xt

i,j

ff

´ 1

“
γt´1
i,j pθq

γt´1
i,j pθ0q

¨ γt´1
i,j pθ0q `

1 ´ γt´1
i,j pθq

1 ´ γt´1
i,j pθ0q

¨ t1 ´ γt´1
i,j pθ0qu ´ 1 “ 0 ,

which implies ℓ
plq
n,ppθq ď ℓ

plq
n,ppθ0q for any θ P Θ. Notice that

EFt´1

␣

log
“

tγt´1
i,j pθqu

Xt
i,jt1 ´ γt´1

i,j pθqu
1´Xt

i,j
‰(

´ EFt´1

␣

log
“

tγt´1
i,j pθ0qu

Xt
i,jt1 ´ γt´1

i,j pθ0qu
1´Xt

i,j
‰(

“ 0

if and only if

tγt´1
i,j pθqu

Xt
i,jt1 ´ γt´1

i,j pθqu
1´Xt

i,j

tγt´1
i,j pθ0qu

Xt
i,jt1 ´ γt´1

i,j pθ0qu
1´Xt

i,j

” 1 , (4.3)

where (4.3) is equivalent to γt´1
i,j pθq “ γt´1

i,j pθ0q. Hence, for any θ P Θztθ0u, ℓ
plq
n,ppθq “ ℓ

plq
n,ppθ0q if

and only if γt´1
i,j pθq “ γt´1

i,j pθ0q for any t P rnszrms and pi, jq P Sl. To guarantee the identification

of θ0, we impose the following regularity conditions.

Condition 1 (i) There exists some universal constant C1 ą 0 such that

min
tPrnszrms

min
i,j: 1ďiăjďp

inf
θPΘ

γt´1
i,j pθqt1 ´ γt´1

i,j pθqu ě C1 .

11



(ii) For any 1 ď i ă j ď p and t P rnszrms, γt´1
i,j pθq is thrice continuously differentiable with respect

to θ P Θ. Furthermore, there exists some universal constant C2 ą 0 such that

max
tPrnszrms

max
i,j: 1ďiăjďp

sup
θPΘ

ˇ

ˇ

ˇ

ˇ

Bkγt´1
i,j pθq

Bθk

ˇ

ˇ

ˇ

ˇ

8

ď C2

for any k P r3s.

Condition 1 specifies conditions for the parameter space Θ. Recall that γt´1
i,j pθq “ αt´1

i,j pθq `

Xt´1
i,j t1´αt´1

i,j pθq´βt´1
i,j pθqu. Due to Xt´1

i,j P t0, 1u, Condition 1(i) holds if there exist two universal

constants c1, c2 P p0, 1q with c1 ă c2 such that

c1 ď αt´1
i,j pθq ď c2 and 1 ´ c2 ď βt´1

i,j pθq ď 1 ´ c1

for any θ P Θ, t P rnszrms and 1 ď i ă j ď p. Also, Condition 1(ii) holds provided that

ˇ

ˇ

ˇ

ˇ

Bkαt´1
i,j pθq

Bθk

ˇ

ˇ

ˇ

ˇ

8

ď C2 and

ˇ

ˇ

ˇ

ˇ

Bkβt´1
i,j pθq

Bθk

ˇ

ˇ

ˇ

ˇ

8

ď C2

for any θ P Θ, t P rnszrms and 1 ď i ă j ď p. Based on the explicit forms of αt´1
i,j pθq and βt´1

i,j pθq

in the specific models, we can identify the associated restrictions for the parameter space Θ.

For any 1 ď i ă j ď p, we define

Ii,j “
␣

l P rqs : γt´1
i,j pθq involves θl for any t P rnszrms

(

.

Condition 2 There exists a universal constant s ě 1 such that max1ďiăjďp |Ii,j | ď s .

Condition 2 requires that the dynamics of each edge process tXt
i,jutě1 be driven by a finite

number of parameters. Hence the number of global parameters is finite while the total number

of local parameters may diverge together with p. For the density-dependent model introduced in

Section 3.1, we have θIi,j “ pa0, a1, b0, b1, ξi, ξj , ηi, ηjq
J with s “ 8. For both the persistence model

and transitivity model introduced in Sections 3.2 and 3.3, we have θIi,j “ pa, b, ξi, ξj , ηi, ηjq
J with

s “ 6.

Condition 3 There exists a universal constant C3 ą 0 such that

min
i,j: 1ďiăjďp

λmin

"

1

n ´ m

n
ÿ

t“m`1

Bγt´1
i,j pθ0q

BθIi,j

Bγt´1
i,j pθ0q

BθJ

Ii,j

*

ě C3

with probability approaching one when n Ñ 8.

12



Proposition 1 Let Conditions 1–3 hold, and C˚ “ 2p2C´2
1 `C´3

1 qC3
2 ` 3pC´1

1 `C´2
1 qC2

2 `C´1
1 C2

with pC1, C2q specified in Condition 1. Assume supθPΘ |θ ´ θ0|8 ă 2C3{pC˚s
3q. As n Ñ 8, it

holds with probability approaching one that

ℓplq
n,ppθ0q ´ ℓplq

n,ppθq ě
C̄

|Sl|

ÿ

pi,jqPSl

|θIi,j ´ θ0,Ii,j |22

for any θ P Θ and l P rqs, where C̄ ą 0 is a universal constant.

The proof of Proposition 1 is given in Section B.1 of the supplementary material. Notice that

|Sl X Sl1 | “ |Sl| for any l1 P G Y tlu. By Proposition 1, it holds with probability approaching one

that for any θ P Θ and l P rqs,

ℓplq
n,ppθ0q ´ ℓplq

n,ppθq ě
C̄

|Sl|

ÿ

pi,jqPSl

ÿ

l1PIi,j

|θl1 ´ θ0,l1 |
2
2 “

C̄

|Sl|

q
ÿ

l1“1

ÿ

pi,jqPSlXSl1

|θl1 ´ θ0,l1 |
2

“ C̄
ÿ

l1PGYtlu

|θl1 ´ θ0,l1 |
2 ` C̄

ÿ

l1PGcztlu

|Sl X Sl1 ||θl1 ´ θ0,l1 |
2

|Sl|
.

(4.4)

Hence, for any l P rqs, the function ℓ
plq
n,pp¨q defined as (4.2) is a good candidate for identifying

θ0,l and the global parameter vector θ0,G but is powerless in identifying θ0,l1 with l1 P Gcztlu if

|Sl X Sl1 | ! |Sl|.

4.3 Initial estimation for θ0

With available observations X1, . . . ,Xn, since tXtutě1 is a Markov chain with order m, the likeli-

hood function for θ, conditionally on X1, . . . ,Xm, admits the form

Ln,ppXn, . . . ,Xm`1 |Xm, . . . ,X1;θq “

n
ź

t“m`1

Lt,ppXt |Xt´1, . . . ,Xt´m;θq ,

where Lt,ppXt |Xt´1, . . . ,Xt´m;θq is the transition probability of Xt given Xt´1, . . . ,Xt´m. By

(2.3), the (normalized) log-likelihood admits the form

2

pn ´ mqppp ´ 1q
logLn,ppXn, . . . ,Xm`1 |Xm, . . . ,X1;θq (4.5)

“
2

pn ´ mqppp ´ 1q

n
ÿ

t“m`1

ÿ

i,j: 1ďiăjďp

log
“

tγt´1
i,j pθqu

Xt
i,jt1 ´ γt´1

i,j pθqu
1´Xt

i,j
‰

,

which is the sample version of ℓ
plq
n,ppθq defined as (4.2) with l P G. As pointed out below (4.4),

we should not estimate the local parameters based on this full log-likelihood. Therefore, for each

13



l P rqs, we define

ℓ̂plq
n,ppθq “

1

pn ´ mq|Sl|

n
ÿ

t“m`1

ÿ

pi,jqPSl

log
“

tγt´1
i,j pθqu

Xt
i,jt1 ´ γt´1

i,j pθqu
1´Xt

i,j
‰

, (4.6)

which contains only the terms depending on θl on the right-hand side of (4.5) (with a rescaled

normalized constant).

For any l P rqs, Lemma 1 in the supplementary material shows that ℓ̂
plq
n,ppθq converges in prob-

ability to ℓ
plq
n,ppθq defined as (4.2) uniformly over θ P Θ. Together with Proposition 1, we can

estimate the global parameter vector θ0,G by maximizing the full log-likelihood ℓ̂
pl1q
n,ppθq with some

l1 P G, and estimate the local parameter θ0,l with l P Gc by maximizing the corresponding (par-

tial) log-likelihood ℓ̂
plq
n,ppθq. More specifically, letting pθ̂

plq
˚,1, . . . , θ̂

plq
˚,qqJ “ argmaxθPΘ ℓ̂

plq
n,ppθq for each

l P rqs, we define the initial estimator rθ “ prθ
J

G ,
rθ

J

GcqJ for θ0 as

rθG “ pθ̂
pl1q
˚,l qlPG and rθGc “ pθ̂

plq
˚,lqlPGc (4.7)

for some l1 P G. Due to Sl “ tpi, jq : 1 ď i ă j ď pu for any ℓ P G, we know ℓ̂
pl1q
n,p pθq “ ℓ̂

pl2q
n,p pθq for

any l1, l2 P G, which implies that the estimator rθG given in (4.7) does not depend on the selection

of l1 P G.

To investigate the theoretical properties of the estimator rθ “ prθ
J

G ,
rθ

J

GcqJ, we define

$

’

’

’

&

’

’

’

%

c2n,G “
q logpnpq

?
np

`
q3{2 log3{2pnpq

?
np2

,

c2n,Gc “
q logpnSGc,minq
a

nSGc,min
`

q3{2 log3{2pnSGc,minq
?
nSGc,min

,

(4.8)

where SGc,min “ minlPGc |Sl|. Theorem 1 shows that the convergence rate of the initial estimator

for the local parameters is slower than that of the global parameters if SGc,min ! p2. The proof of

Theorem 1 is given in Section B.2 of the supplementary material.

Theorem 1 Let the conditions of Proposition 1 hold. Then |rθG ´ θ0,G |2 “ Oppcn,Gq and |rθGc ´

θ0,Gc |8 “ Oppcn,Gcq.

Remark 1 By Theorem 1, the initial estimator rθG for the global parameters is consistent provided

that

q ! min

" ?
np

logpnpq
,
n1{3p4{3

logpnpq

*

,

14



and the initial estimator rθGc for the local parameters is consistent provided that

q ! min

"

a

nSGc,min

logpnSGc,minq
,

n1{3S
2{3
Gc,min

logpnSGc,minq

*

.

For the density-dependent model introduced in Section 3.1, we have q “ 2p` 4 and SGc,min “ p´ 1.

For both the persistence model and transitivity model introduced in Sections 3.2 and 3.3, we have

q “ 2p ` 2 and SGc,min “ p ´ 1. Hence, for these three models, Theorem 1 gives the convergence

rates of rθG and rθGc as follows:

|rθG ´ θ0,G |2 “ Op

"

log1{2pnpq

n1{4
_

log3{4pnpq

pnpq1{4

*

,

|rθGc ´ θ0,Gc |8 “ Op

"

p1{4 log1{2pnpq

n1{4
_

p1{4 log3{4pnpq

n1{4

*

,

which implies the consistency of rθG provided that log p ! n1{2, and the consistency of rθGc provided

that p ! nplog nq´3.

4.4 Improved estimation for θ0

Recall θ “ pθ1, . . . , θqqJ. The initial estimator rθ specified in (4.7) suffers from slow convergence

rates due to the high dimensionality of θ. In this section, we improve the estimation for each

component θ0,l by projecting the score function onto certain direction. See (4.10) below for details.

An improved estimator for θ0,l is then obtained by solving the projected score function while letting

θ´l “ rθ´l. The projection mitigates the impact of rθ´l in the improved estimation for θ0,l. This

strategy was initially proposed by Chang et al. (2021) and Chang et al. (2023) for constructing

the valid confidence regions of some low-dimensional subvector of the whole parameters in high-

dimensional models with removing the impact of the high-dimensional nuisance parameter.

For pcn,G , cn,Gcq defined as (4.8), put

∆n “ max
␣

|G|c2n,G , |Gc|2c2n,Gc

(

. (4.9)

For any t P rnszrms, l P rqs and θ P Θ, we define

g
plq
t pθq “

1

|Sl|

ÿ

pi,jqPSl

Xt
i,j ´ γt´1

i,j pθq

γt´1
i,j pθqt1 ´ γt´1

i,j pθqu

Bγt´1
i,j pθq

Bθ
.

Then the score function can be written as

Bℓ̂
plq
n,ppθq

Bθ
“

1

n ´ m

n
ÿ

t“m`1

g
plq
t pθq .
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To estimate θ0,l, θ´l can be treated as a nuisance parameter vector. Following Chang et al. (2021)

and Chang et al. (2023), we project g
plq
t pθq to form a new estimating function:

f̂
plq
t pθq “ φ̂J

l g
plq
t pθq,

where φ̂l is defined as

φ̂l “ arg min
uPRq

|u|1 s.t.

ˇ

ˇ

ˇ

ˇ

"

1

n ´ m

n
ÿ

t“m`1

Bg
plq
t prθq

Bθ

*

J

u ´ el

ˇ

ˇ

ˇ

ˇ

8

ď τ . (4.10)

In the above expression, τ ą 0 is a tuning parameter satisfying τ À ∆
1{2
n with ∆n defined as

(4.9), rθ “ pθ̃1, . . . , θ̃qqJ is the initial estimator defined as (4.7), and el is a q-dimensional vector

with the l-th component being 1 and other components being 0. Then we can re-estimate θ0 by
p

θ “ pθ̌1, . . . , θ̌qqJ, where

θ̌l “ arg min
θlPBpθ̃l,r̃q

ˇ

ˇ

ˇ

ˇ

1

n ´ m

n
ÿ

t“m`1

f̂
plq
t pθl, rθ´lq

ˇ

ˇ

ˇ

ˇ

2

for some r̃ ą 0 satisfying maxtcn,G , cn,Gcu ! r̃ ! 1.

To construct the convergence rate of |

p

θ´θ0|8, we need the following regularity condition, which

is analogous to Condition 1 of Chang et al. (2021) and Condition 7 of Chang et al. (2023). See the

discussion there for the validity of such condition.

Condition 4 For each l P rqs, there is a nonrandom vector φl P Rq such that |φl|1 ď C4 for

some universal constant C4 ą 0, and maxlPrqs |φ̂l ´ φl|1 “ Oppωnq for some ωn Ñ 0 satisfying

ωnplog qq1{2 logpqnq “ op1q.

Proposition 2 shows that

p

θ has faster convergence rate than the initial estimator rθ given in

(4.7). The proof of Proposition 2 is given in Section B.3 of the supplementary material.

Proposition 2 Let the conditions of Proposition 1 and Condition 4 holds. Then |

p

θ ´ θ0|8 “

Opp∆nq, where ∆n is defined as (4.9).

Based on the obtained

p

θ, we consider the final estimate pθ “ pθ̂1, . . . , θ̂qqJ for θ0 defined as

follows:

θ̂l “ arg min
θlPBpθ̌l,řq

ˇ

ˇ

ˇ

ˇ

1

n ´ m

n
ÿ

t“m`1

f̂
plq
t pθl,

p

θ´lq

ˇ

ˇ

ˇ

ˇ

2

(4.11)

for some ř ą 0 satisfying q∆n ! ř ! 1 with ∆n defined as (4.9).
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Remark 2 Given the initial estimate rθ, there are three tuning parameters pτ, r̃, řq for deriving our

final estimate pθ. For the density-dependent model introduced in Section 3.1, we have |G| “ 4 and

|Gc| “ 2p. For both the persistence model and transitivity model introduced in Sections 3.2 and

3.3, we have |G| “ 2 and |Gc| “ 2p. Together with Remark 1, we have ∆n “ n´1{2p5{2 log3{2pnpq

for these three models. The improved estimation procedure thus requires τ À n´1{4p5{4 log3{4pnpq,

n´1{4p1{4 log3{4pnpq ! r̃ ! 1 and n´1{2p7{2 log3{2pnpq ! ř ! 1, which suggests p ! n1{7plog nq´3{7.

In practice, for the three models introduced in Section 3, we compute the final estimate pθ with τ

proportional to n´1{4p5{4 log3{4pnpq and adopting reasonably large r̃ and ř. Numerical experiments

in Sections 5 and 6 validate the robustness of our proposed estimation procedure regarding the

selections of r̃ and ř as long as θ0 falls within the defined search range.

For any θ P Θ and l P rqs, define

ζn,lpθq “
1

pn ´ mq|Sl|

n
ÿ

t“m`1

ÿ

pi,jqPSl

1

γt´1
i,j pθqt1 ´ γt´1

i,j pθqu

"

φJ

l

Bγt´1
i,j pθq

Bθ

*2

, (4.12)

where φl is given in Condition 4. Under Conditions 1 and 4, we have |ζn,lpθq| ď C´1
1 C2

2C
2
4 , which

implies that, for any θ P Θ, ζn,lpθq is a bounded random variable. To construct the asymptotic

distribution of each θ̂l, we require the following condition.

Condition 5 For each l P rqs, there exists some random variable κl ě 0 such that ζn,lpθ0q Ñ κl in

probability as n Ñ 8.

Remark 3 For each l P rqs and t ě m ` 1, let

vt´1
l “

1

|Sl|

ÿ

pi,jqPSl

1

γt´1
i,j pθ0qt1 ´ γt´1

i,j pθ0qu

"

φJ

l

Bγt´1
i,j pθ0q

Bθ

*2

.

As tζn,lpθ0quněm`1 is a bounded sequence of random variables for each l P rqs, Condition 5 is mild

and κl is a random variable in general. Generally speaking, the asymptotic distribution of θ̂l is a

mixture of normal distributions. See Theorem 2 below for details. However, if the long-run variance

of tvt´1
l unl“m`1 satisfies the condition

Var

ˆ

1
?
n ´ m

n
ÿ

t“m`1

vt´1
l

˙

“ op
?
nq , (4.13)

κl is reduced to a constant

κl “ lim
nÑ8

E
ˆ

1

n ´ m

n
ÿ

t“m`1

vt´1
l

˙

.
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Then Theorem 2 implies that θ̂l is asymptotically normal distributed. When the sequence tvtlutěm is

α-mixing with the mixing coefficients attaining certain convergence rates, (4.13) holds automatically.

Theorem 2 Let the conditions of Proposition 1 and Conditions 4 and 5 hold. For each l P rqs, if
a

n|Sl|maxtq∆
3{2
n , q2∆2

nu “ op1q with ∆n defined as (4.9), it then holds that

a

n|Sl|pθ̂l ´ θ0,lq Ñ
?
κl ¨ Z

in distribution as n Ñ 8, where Z is a standard normally distributed random variable independent

of κl specified in Condition 5.

The proof of Theorem 2 is given in Section B.4 of the supplementary material.

Remark 4 (i) Theorem 2 shows that, for the global parameter θl with l P G,

|θ̂l ´ θ0,l| “ Op

ˆ

1
?
np

˙

,

provided that

q !min

"

n1{10p1{5

|G|3{5 log3{5pnpq
,

n1{13p8{13

|G|6{13 log9{13pnpq
,

n1{10S
3{10
Gc,min

|Gc|6{5p2{5 log3{5pnSGc,minq
,

n1{13S
6{13
Gc,min

|Gc|12{13p4{13 log9{13pnSGc,minq

*

,

and for the local parameter θl with l P Gc,

|θ̂l ´ θ0,l| “ Op

ˆ

1
a

n|Sl|

˙

,

provided that

q !min

"

n1{10p3{5

|G|3{5|Sl|
1{5 log3{5pnpq

,
n1{13p12{13

|G|6{13|Sl|
2{13 log9{13pnpq

,
n1{8p1{2

|G|1{2|Sl|
1{8 log1{2pnpq

,

n1{10S
3{10
Gc,min

|Gc|6{5|Sl|
1{5 log3{5pnSGc,minq

,
n1{13S

6{13
Gc,min

|Gc|12{13|Sl|
2{13 log9{13pnSGc,minq

*

.

In particular, for the three models introduced in Section 3, the estimators satisfy |θ̂l ´ θ0,l| “

Oppn´1{2p´1q for l P G if p ! n1{23plog nq´9{23, and |θ̂l ´ θ0,l| “ Optpnpq´1{2u for l P Gc if

p ! n1{21plog nq´3{7. Compared with the results in Theorem 1, the improved estimator pθ achieves

a faster convergence rate than the initial estimator rθ.
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(ii) For each l P rqs, write

ζ̂n,lppθq “
1

pn ´ mq|Sl|

n
ÿ

t“m`1

ÿ

pi,jqPSl

1

γt´1
i,j ppθqt1 ´ γt´1

i,j ppθqu

"

φ̂J

l

Bγt´1
i,j ppθq

Bθ

*2

with φ̂l defined as (4.10). Since ζ̂n,lppθq ´ ζn,lpθ0q Ñ 0 in probability as n Ñ 8, by Corollary 3.2 of

Hall and Heyde (1980), it holds that

d

n|Sl|

ζ̂n,lppθq
pθ̂l ´ θ0,lq Ñ N p0, 1q (4.14)

in distribution as n Ñ 8, provided that Ppκl ą 0q “ 1. We can use (4.14) to construct the

confidence interval for each θl.

5 Simulation with transitivity models

In this section, we use the transitivity model introduced in Section 3.3 as an example to illus-

trate numerical behaviour of both the initial estimation proposed in Section 4.3 and the improved

estimation suggested in Section 4.4.

5.1 Implementation details

Network data tX1, . . . ,Xnu used in the experiments described below are generated according to

(2.1), (2.2) and (3.3). For each sample, we generate a sequence of length n ` 200, and discard the

first 200 observations.

Regarding implementation of our estimation procedures, recall that G and Gc are, respectively,

the index sets of the global parameters and the local parameters. For the transitivity model (3.3),

we have θ “ pa, b, ξ1, . . . , ξp, η1, . . . , ηpqJ, where a and b are the global parameters and tξiu
p
i“1 and

tηiu
p
i“1 are the local parameters. Hence, for this model we have |Sl| “ ppp´1q{2 and |SlXSl1 | “ p´1

when l P G and l1 P Gc. By (4.4), for each given l P G and θ P Θ, it holds with probability

approaching one that ℓ
plq
n,ppθ0q ´ ℓ

plq
n,ppθq ě C̄|θG ´ θ0,G |22 ` 2C̄p´1|θGc ´ θ0,Gc |22 for some universal

constant C̄ ą 0 independent of θ, which means that the function ℓ
plq
n,pp¨q defined as (4.2) exhibits

robustness against fluctuations in the values of local parameters when l P G and p is large.

Motivated by this fact, when we compute the initial estimator rθG for the global parameter

vector θ0,G , we can just approximate rθG by rθ
pappq

G “ argmaxθG ℓ̂
plq
n,ppθG , θ̄Gcq, for some given θ̄Gc and
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ℓ̂
plq
n,ppθq defined as (4.6) for some l P G. This simple idea can significantly improve the computational

efficiency. Specifically, note that computing the original rθG requires solving an optimization problem

with 2p` 2 variables while this alternative approach only requires solving an optimization problem

with two variables. Our above discussion guarantees rθ
pappq

G can approximate rθG well. Similarly,

when we compute the initial estimator θ̃l for the local parameter θ0,l with l P Gc, we can approximate

it by θ̃
pappq

l “ argmaxθl ℓ̂
plq
n,pprθ

pappq

G , θl, θ̄Gcztluq with some given θ̄Gcztlu.

In practice, we first estimate the global parameters a and b via the Quasi-Newton method,

given certain initial values for the local parameters tξiu
p
i“1 and tηiu

p
i“1. To be specific, we con-

sider 9 different sets of the initial values between 0.5 and 0.9 for tξiu
p
i“1 and tηiu

p
i“1, and com-

pute ãpνq and b̃pνq for the ν-th initial setting. With a “ ãpνq and b “ b̃pνq, we then compute

ξ̃
pνq

1 , . . . , ξ̃
pνq
p , η̃

pνq

1 , . . . , η̃
pνq
p through maximizing each of the associated ℓ̂

plq
n,ppθq with l P Gc. Sub-

sequently, the improved estimates âpνq, b̂pνq, ξ̂
pνq

1 , . . . , ξ̂
pνq
p , η̂

pνq

1 , . . . , η̂
pνq
p are obtained according to

(4.11) with pτ, r̃, řq “ p0.5∆
1{2
n , 0.5, 0.1q for the local parameters and pτ, r̃, řq “ p0.01∆

1{2
n , 10, 2q

for the global parameters. The simulations in this section utilise our development R package

arnetworks, which provides a user-friendly implementation of the practical estimation algorithm

described above.

5.2 Estimation errors

Here we report results on experiments exploring the behavior of the initial estimator rθ given in (4.7)

and the improved estimator pθ given in (4.11). For simplicity, we again set all the true values for

tξiu
p
i“1 to be the same, and those for tηiu

p
i“1 also to be the same. The same four sets of parameter

values were used as in Section C.1. We set n P t100, 200u and p P t50, 100, 150u. For each setting,

we replicate the estimation 400 times.

Table 1 presents the means and the standard errors, over the 400 replications, of the relative

mean absolute errors (rMAE):

rMAEpξ̂iq “
1

9

9
ÿ

ν“1

1

p

p
ÿ

i“1

ˇ

ˇ

ˇ

ˇ

ξ̂
pνq

i ´ ξi
ξi

ˇ

ˇ

ˇ

ˇ

and rMAEpâq “
1

9

9
ÿ

ν“1

ˇ

ˇ

ˇ

ˇ

âpνq ´ a

a

ˇ

ˇ

ˇ

ˇ

,

where the sum over ν corresponds to taking the average over the 9 initial values discussed in Sec-

tion 5.1. As indicated in the table, the improved estimator (4.11) is significantly more accurate

than the initial estimator (4.7). For example, for setting p0.6, 0.7, 15, 10q, we observe an approxi-
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Table 1: The means and STDs (in parenthesis) of rMAEs for estimating parameters in transitivity

model (3.3) with 400 replications.

pξi, ηi, a, bq p Estimation
n “ 100 n “ 200

ξi ηi a b ξi ηi a b

(0.7, 0.8, 30, 15) 50 Initial 0.161 (0.023) 0.070 (0.028) 0.207 (0.008) 0.166 (0.003) 0.157 (0.020) 0.066 (0.026) 0.206 (0.006) 0.167 (0.002)

Improved 0.093 (0.026) 0.051 (0.029) 0.062 (0.012) 0.060 (0.013) 0.085 (0.022) 0.044 (0.026) 0.058 (0.009) 0.056 (0.006)

100 Initial 0.172 (0.001) 0.062 (0.002) 0.293 (0.004) 0.172 (0.001) 0.171 (0.001) 0.060 (0.001) 0.293 (0.003) 0.172 (0.001)

Improved 0.126 (0.006) 0.057 (0.003) 0.196 (0.022) 0.134 (0.011) 0.123 (0.004) 0.054 (0.003) 0.194 (0.016) 0.132 (0.006)

150 Initial 0.177 (0.001) 0.060 (0.002) 0.371 (0.003) 0.173 (0.001) 0.177 (0.001) 0.058 (0.001) 0.371 (0.002) 0.173 (0.001)

Improved 0.141 (0.015) 0.050 (0.004) 0.166 (0.024) 0.161 (0.017) 0.135 (0.008) 0.046 (0.003) 0.159 (0.015) 0.158 (0.015)

(0.6, 0.7, 20, 20) 50 Initial 0.211 (0.004) 0.093 (0.003) 0.389 (0.033) 0.207 (0.003) 0.205 (0.002) 0.085 (0.002) 0.389 (0.023) 0.207 (0.002)

Improved 0.131 (0.006) 0.063 (0.005) 0.157 (0.026) 0.089 (0.004) 0.118 (0.003) 0.051 (0.003) 0.150 (0.014) 0.087 (0.003)

100 Initial 0.230 (0.001) 0.084 (0.002) 0.530 (0.029) 0.210 (0.001) 0.228 (0.001) 0.080 (0.001) 0.531 (0.021) 0.210 (0.001)

Improved 0.152 (0.004) 0.057 (0.002) 0.301 (0.028) 0.114 (0.004) 0.144 (0.003) 0.051 (0.001) 0.293 (0.020) 0.113 (0.003)

150 Initial 0.238 (0.001) 0.081 (0.001) 0.614 (0.016) 0.212 (0.001) 0.236 (0.001) 0.078 (0.001) 0.614 (0.012) 0.212 (0.001)

Improved 0.150 (0.002) 0.055 (0.002) 0.282 (0.018) 0.137 (0.006) 0.144 (0.001) 0.052 (0.002) 0.276 (0.015) 0.135 (0.006)

(0.6, 0.7, 15, 10) 50 Initial 0.217 (0.003) 0.097 (0.002) 0.444 (0.029) 0.247 (0.003) 0.213 (0.001) 0.092 (0.001) 0.446 (0.022) 0.248 (0.002)

Improved 0.147 (0.004) 0.068 (0.005) 0.243 (0.027) 0.136 (0.017) 0.138 (0.004) 0.061 (0.004) 0.232 (0.024) 0.134 (0.017)

100 Initial 0.226 (0.001) 0.093 (0.001) 0.582 (0.009) 0.258 (0.003) 0.224 (0.001) 0.091 (0.001) 0.581 (0.006) 0.258 (0.002)

Improved 0.142 (0.007) 0.059 (0.003) 0.177 (0.018) 0.195 (0.012) 0.137 (0.008) 0.055 (0.003) 0.169 (0.013) 0.190 (0.014)

150 Initial 0.230 (0.001) 0.093 (0.001) 0.687 (0.002) 0.267 (0.002) 0.229 (0.001) 0.092 (0.001) 0.687 (0.002) 0.267 (0.001)

Improved 0.169 (0.001) 0.057 (0.001) 0.234 (0.008) 0.236 (0.007) 0.166 (0.001) 0.054 (0.001) 0.229 (0.005) 0.233 (0.004)

(0.6, 0.7, 10, 10) 50 Initial 0.217 (0.003) 0.098 (0.002) 0.608 (0.031) 0.261 (0.003) 0.212 (0.002) 0.092 (0.002) 0.610 (0.022) 0.261 (0.002)

Improved 0.147 (0.004) 0.068 (0.005) 0.316 (0.049) 0.137 (0.019) 0.139 (0.004) 0.059 (0.004) 0.293 (0.039) 0.133 (0.017)

100 Initial 0.226 (0.001) 0.094 (0.001) 0.769 (0.006) 0.266 (0.002) 0.225 (0.001) 0.092 (0.001) 0.770 (0.004) 0.266 (0.002)

Improved 0.143 (0.007) 0.060 (0.002) 0.249 (0.032) 0.201 (0.012) 0.138 (0.006) 0.057 (0.003) 0.239 (0.028) 0.193 (0.011)

150 Initial 0.231 (0.001) 0.093 (0.001) 0.868 (0.005) 0.271 (0.002) 0.230 (0.001) 0.091 (0.001) 0.868 (0.003) 0.271 (0.001)

Improved 0.170 (0.003) 0.058 (0.001) 0.325 (0.015) 0.238 (0.009) 0.168 (0.002) 0.055 (0.001) 0.318 (0.004) 0.235 (0.005)

mate 70% improvement in the estimation accuracy of a when p “ 150. Furthermore, the setting

p0.7, 0.8, 30, 15q attains the lowest overall estimation errors. This is well-expected, as this is the

most dynamic setting among the four settings considered.

6 Real data analysis: Email interactions

In this section, we apply the transitivity model (3.3) to a dynamic network dataset of email interac-

tions in a medium-sized Polish manufacturing company, from January to September 2010 (Michalski

et al., 2014). We analyze a subset of the data among p “ 106 of the most active participants out of

an original 167 employees. The organizational tree of direct reports in the company is also available

for these employees. Each of the n “ 39 network snapshots corresponds to a non-overlapping time

window, with Xt
i,j “ 1 if participants i and j exchanged at least one email in the previous seven

days. This accounts for periodic weekly effects.

We first present some preliminary summaries of the data to inspect the stationarity of the
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Figure 1: Evolution of edge density Dt (left panel), percentage of grown D1,t (blue) and dissolved

D0,t (orange) edges (right panel), manufacturing email networks.

network and the effective sample size. The behavior shown in Figure 1 suggests a change point in

the network behavior, in terms of both edge density Dt and two dynamics density measures D1,t

and D0,t (see (C.1)). Hence in the following analysis, we fit the model separately to the first 13 and

last 26 snapshots, referred to as “period 1” and “period 2”. In the right panel, about 4% of node

pairs see a grown edge or a dissolved edge between consecutive snapshots. After accounting for the

low edge density, the relative frequency of growing a new edge is about 5%, while relative frequency

of an existing edge to dissolve is only about 45%, clear evidence of temporal edge dependence.

We also identify empirical evidence in the data for transitivity effects. This is demonstrated

in Figure 2. To construct these plots, we partition the edge variables as follows: for each integer

ℓ ě 0, define

Uℓ “
␣

pi, j, tq : 1 ď i ă j ď p , t P rnszt1u , Xt´1
i,j “ 0 , U t´1

i,j “ ℓ{pp ´ 2q
(

,

Vℓ “
␣

pi, j, tq : 1 ď i ă j ď p , t P rnszt1u , Xt´1
i,j “ 1 , V t´1

i,j “ ℓ{pp ´ 2q
(

,

U1
ℓ “

␣

pi, j, tq P Uℓ, X
t
i,j “ 1

(

, V0
ℓ “

␣

pi, j, tq P Vℓ, X
t
i,j “ 0

(

,

where U t´1
i,j and V t´1

i,j are given in (3.4).

The left panel plots the relative frequency |U1
ℓ |
L

|Uℓ| against ℓ for ℓ “ 0, 1, ¨ ¨ ¨ , showing that this

frequency of grown edges tends to be higher for node pairs with more common neighbours in the

previous snapshot. The right panel analogously plots the relative frequency |V0
ℓ |{

L

|Vℓ| against ℓ,

and shows a similar increasing relationship between disjoint neighbours and frequency of dissolved

edges.

This is confirmed by the fit of our model parameters, using the estimation algorithm described
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Figure 2: Left panel: the plot of relative edge frequency |U1
ℓ |
L

|Uℓ| against ℓ. Right panel: the

plot of relative non-edge frequency |V0
ℓ |
L

|Vℓ| against ℓ. In both panels, point size is proportional to

log|Uℓ| and log|Vℓ| respectively.

in Section 4, and implemented in our development R package arnetworks. For period 1, we

estimate the global parameters â “ 13.12 and b̂ “ 9.34, suggesting a tendency towards edge

growth given more common neighbours, and edge dissolution given more distinct neighbours, which

agrees with the empirical evidence in Figure 2. We interpret the estimates of the local parameters

tξiu
106
i“1 and tηiu

106
i“1 in the left panel of Figure 3. The estimates tξ̂iu

106
i“1 have mean 0.61 and skew

towards the right, implying degree heterogeneity in the edge growth. Conversely, the estimates

tη̂iu
106
i“1 have mean 0.89 and skew towards the left. There is a decreasing relationship between the

paired parameters: employees who tend to grow new edges also tend to maintain existing edges.

Finally, there is an observed relationship between email behavior and company hierarchy: managers

(non-leaf nodes in the organizational tree) tend to have larger estimates tξ̂iu
106
i“1 compared to non-

managers (means 0.74 and 0.57 respectively), implying that managers are more likely to grow edges.

However, this increasing pattern does not continue at higher levels of the organizational tree.

The model fit to period 2 shows many of the same patterns. We estimate â “ 21.69 and

b̂ “ 9.84 and summarize the estimates tξ̂iu
106
i“1 and tη̂iu

106
i“1 in the right panel of Figure 3. Relative

to period 1, the larger estimate of a implies a stronger transitivity effect in this time period. The

estimates tξ̂iu
106
i“1 now have mean 0.49 and the estimates tη̂iu

106
i“1 have mean 0.92, to model overall

lower edge density. The decreasing relationship between the paired parameters is stronger, and

the means of ξ̂i for managers and non-managers are, respectively, 0.68 and 0.43. Along with the

stronger transitivity effect, we interpret that the decreased network density in period 2 has led to

a concentration of email activity among a smaller group of employees, many of them managers.
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Figure 3: Scatter plots of estimates tξ̂iu
106
i“1 and tη̂iu

106
i“1 for periods 1 and 2. Circles are sized and

coloured according to their level in the company organizational tree. The smallest black circles

have no direct reports, while the largest purple circle is the CEO.

We compare our model to some competing models from the literature in terms of Akaike and

Bayesian information criteria (AIC, BIC). To briefly describe these competitors: the “global AR

model” and “edgewise AR model” fit the model of Jiang et al. (2023b), with either two global

switching parameters or two parameters for each edge. The “edgewise mean model” assumes

Xt
i,j

iid
„ BernoullipPi,jq

with no temporal dependence, and estimates the edge probability tPi,jui,j: iăj for each node pair

by its relative frequency in the training set; and the “degree parameter mean model” assumes

Xt
i,j

iid
„ Bernoullipνiνjq

and estimates the degree parameters tνiu
106
i“1 by fitting 1-dimensional adjacency spectral embedding

(Athreya et al., 2017) to the mean adjacency matrix over the training set. Note that the edgewise

mean model has Opp2q parameters, while the degree parameter model has Oppq parameters like

our AR network model with transitivity. All of these models can be directly compared using the

AR network model likelihood, although only our AR network model with transitivity incorporates

edge dependence, and the final two models do not incorporate any temporal dependence. Results

for both regimes are reported in Table 2.
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Period 1 Period 2

Model AIC BIC AIC BIC

Transitivity AR model 33226 35175 52547 54654

Global AR model 36309 36327 58267 58287

Edgewise AR model 42717 144102 55840 165394

Edgewise mean model 33248 83941 47133 101910

Degree parameter mean model 41730 42695 68969 70013

Table 2: AIC and BIC performance for email interaction data, periods 1 and 2.

ROC, nstep = 1

Specificity

S
en

si
tiv

ity

1.0 0.8 0.6 0.4 0.2 0.0

0.
0

0.
2

0.
4

0.
6

0.
8

1.
0

Transitivity model
Global AR model
Edgewise AR model
Degree mean model
Edgewise mean model
Previous edge

ROC, nstep = 2

Specificity

S
en

si
tiv

ity

1.0 0.8 0.6 0.4 0.2 0.0

0.
0

0.
2

0.
4

0.
6

0.
8

1.
0

ROC, nstep = 3

Specificity
S

en
si

tiv
ity

1.0 0.8 0.6 0.4 0.2 0.0

0.
0

0.
2

0.
4

0.
6

0.
8

1.
0

Figure 4: ROC curves for link prediction performance, email interaction data.

In period 1, our AR network model with transitivity achieves the lowest AIC and BIC, while

in period 2 it is outperformed slightly by the edgewise mean model in terms of AIC, but achieves

a lower BIC as it uses fewer parameters. This reduction of the parameter space is important for

modeling sparse dynamic network data: although there is clear temporal edge dependence in this

data, the edgewise mean model outperforms the edgewise AR model, as there is low effective sample

size to estimate the edge dissolution parameters.

Finally, we compare the performances of those models in an edge forecasting task on the final

26 network snapshots (period 2). For ntrain “ 10, . . . , 23, we train these models on the first ntrain

snapshots of period 2, then forecast the state of each edge nstep steps forward, for nstep “ 1, 2, 3.

The combined results are presented in Figure 4 as receiver operating characteristic (ROC) curves.

We also include a single point summarizing the naive forecasting performance using the most recent

observation of that edge in the training set.

Our AR network model with transitivity dominates or is competitive with all the models besides

these highly parameterized edgewise models for all choices of nstep. The good performance of the
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edgewise models suggests the presence of higher order structure in this network that cannot be

modeled with only two parameters per node. Note that the edgewise mean and edgewise AR models

give very similar, but not identical edge predictions; as mentioned above, due to network sparsity

the edgewise AR model has a low effective sample size to estimate the dissolution parameters,

leading to slightly worse link prediction performance.
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Supplementary material to “Autoregressive Networks with Dependent Edges”

Jinyuan Chang, Qin Fang, Eric D. Kolaczyk, Peter W. MacDonald, and Qiwei Yao

This supplementary material contains a detailed analysis on the relationship between the pro-

posed AR models and temporal ERGMs (Section A), all the technical proofs (Section B), additional

numerical simulation results (Section C), and the analysis of an additional dynamic network dataset

(Section D).

A Relationship to temporal ERGMs

A dynamic network sequence follows a temporal ERGM of order m if it satisfies

PpXt |Xt´1, . . . ,Xt´m;θq9 exptςpθqJϱpXt,Xt´1, . . . ,Xt´mqu , (A.1)

where ς : Rq Ñ Rp maps the parameter vector θ to the vector of natural parameters, and ϱ maps

the data, including the past network snapshots, to the corresponding sufficient statistics.

As in Equation (2) of Hanneke et al. (2010), suppose ϱ factors over the edges of the present

snapshot,

ϱpXt,Xt´1, . . . ,Xt´mq “
ÿ

i,j: iăj

ϱi,jpX
t
i,j ;Xt´1, . . . ,Xt´mq .

Then

PpXt |Xt´1, . . . ,Xt´m;θq

9
ź

i,j: iăj

exp
␣

ςpθqJϱi,jpX
t
i,j ;X

t´1
i,j ,Xt´1zXt´1

i,j ,Xt´2, . . . ,Xt´mq
(

, (A.2)

which implies Xt will have mutually independent edges conditional on the past snapshots. We

refer to this as the edge conditional independence assumption, which is a property of AR network

models defined in Definition 1 of the main document. We will show that any edge conditionally

independent temporal ERGM can be rewritten as an AR network model.

Denote the logit function by σpxq “ logtx{p1 ´ xqu, and specify an AR network model defined

S1



in Definition 1 by setting

αt´1
i,j “ σ´1

“

ςpθqJ
␣

ϱi,jp1; 0,Xt´1zXt´1
i,j ,Xt´2, . . . ,Xt´mq

´ ϱi,jp0; 0,Xt´1zXt´1
i,j ,Xt´2, . . . ,Xt´mq

(‰

:“ σ´1rςpθqJpϱt´1
i,j,10 ´ ϱt´1

i,j,00qs , (A.3)

βt´1
i,j “ σ´1

“

ςpθqJ
␣

ϱi,jp0; 1,Xt´1zXt´1
i,j ,Xt´2, . . . ,Xt´mq

´ ϱi,jp1; 1,Xt´1zXt´1
i,j ,Xt´2, . . . ,Xt´mq

(‰

:“ σ´1rςpθqJpϱt´1
i,j,01 ´ ϱt´1

i,j,11qs . (A.4)

With renormalizing, we have

αt´1
i,j “

exptςpθqJϱt´1
i,j,10u

exptςpθqJϱt´1
i,j,10u ` exptςpθqJϱt´1

i,j,00u
,

1 ´ αt´1
i,j “

exptςpθqJϱt´1
i,j,00u

exptςpθqJϱt´1
i,j,10u ` exptςpθqJϱt´1

i,j,00u
,

βt´1
i,j “

exptςpθqJϱt´1
i,j,01u

exptςpθqJϱt´1
i,j,01u ` exptςpθqJϱt´1

i,j,11u
,

1 ´ βt´1
i,j “

exptςpθqJϱt´1
i,j,11u

exptςpθqJϱt´1
i,j,01u ` exptςpθqJϱt´1

i,j,11u
.

For the AR network model with pαt´1
i,j , βt´1

i,j q specified in (A.3) and (A.4), it holds that

PpXt |Xt´1, . . . ,Xt´m;θq “
ź

i,j: iăj

PpXt
i,j |Xt´1, . . . ,Xt´m;θq

“
ź

i,j: iăj,Xt
i,j“0, Xt´1

i,j “0

p1 ´ αt´1
i,j q ¨

ź

i,j: iăj,Xt
i,j“1, Xt´1

i,j “0

αt´1
i,j

¨
ź

i,j: iăj,Xt
i,j“0, Xt´1

i,j “1

βt´1
i,j ¨

ź

i,j: iăj,Xt
i,j“1, Xt´1

i,j “1

p1 ´ βt´1
i,j q

9
ź

i,j: iăj,Xt
i,j“0, Xt´1

i,j “0

exptςpθqJϱt´1
i,j,00u ¨

ź

i,j: iăj,Xt
i,j“1, Xt´1

i,j “0

exptςpθqJϱt´1
i,j,10u

¨
ź

i,j: iăj,Xt
i,j“0, Xt´1

i,j “1

exptςpθqJϱt´1
i,j,01u ¨

ź

i,j: iăj,Xt
i,j“1, Xt´1

i,j “1

exptςpθqJϱt´1
i,j,11u

“
ź

i,j: iăj

exp
␣

ςpθqJϱi,jpX
t
i,j ;X

t´1
i,j ,Xt´1zXt´1

i,j ,Xt´2, . . . ,Xt´mq
(

,

which shares the same form as (A.2). Thus for any edge conditionally independent temporal ERGM,

we can specify an AR network model with the same distribution.
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Conversely, suppose we have specified an AR network model such that

σpαt´1
i,j q “ ϕpθqJui,jpXt´1zXt´1

i,j ,Xt´2, . . . ,Xt´mq ,

σpβt´1
i,j q “ ψpθqJvi,jpXt´1zXt´1

i,j ,Xt´2, . . . ,Xt´mq ,

for some functions of the parameter vector θ, and the past network behavior. We claim that this

AR network model can be written as an edge conditionally independent temporal ERGM (A.1)

with ςpθq “ pϕpθqJ,ψpθqJqJ and ϱpXt,Xt´1, . . . ,Xt´mq “ pϱJ

α,ϱ
J

βqJ, where ϱα “
ř

i,j: iăj ϱα,i,j

and ϱβ “
ř

i,j: iăj ϱβ,i,j with

ϱα,i,jpX
t
i,j ;X

t´1
i,j ,Xt´1zXt´1

i,j ,Xt´2, . . . ,Xt´mq

“ ui,jpXt´1zXt´1
i,j ,Xt´2, . . . ,Xt´mqIpXt

i,j “ 1, Xt´1
i,j “ 0q ,

ϱβ,i,jpX
t
i,j ;X

t´1
i,j ,Xt´1zXt´1

i,j ,Xt´2, . . . ,Xt´mq

“ vi,jpXt´1zXt´1
i,j ,Xt´2, . . . ,Xt´mqIpXt

i,j “ 0, Xt´1
i,j “ 1q .

Krivitsky and Handcock (2014) define the concept of separability of a dynamic model for binary

networks. Define two subnetworks X`
t and X´

t , where

Xt,`
i,j “ 1 ´ IpXt

i,j “ 0, Xt´1
i,j “ 0q,

Xt,´
i,j “ IpXt

i,j “ 1, Xt´1
i,j “ 1q,

for all i, j. A dynamic network model is said to be separable if X`
t and X´

t are independent

conditional on the past, and do not share any parameters. In particular, a separable temporal

ERGM (STERGM) can be specified by a product of a formation model and a dissolution model:

PpXt |Xt´1, . . . ,Xt´m;θq

9 exp
␣

ς`pθ`qJϱ`pX`
t ,Xt´1, . . . ,Xt´mq ` ς´pθ´qJϱ´pX´

t ,Xt´1, . . . ,Xt´mq
(

, (A.5)

where ς` and ς´ map parameter vectors θ` and θ´ to the vectors of natural parameters, and

ϱ` and ϱ´ map the data, including the past network snapshots, to the corresponding sufficient

statistics.

Under the edge conditional independence assumption, we can write

ϱ`pX`
t ,Xt´1, . . . ,Xt´mq “

ÿ

iăj

ϱ`
i,jpX

t,`
i,j ;Xt´1

i,j ,Xt´1zXt´1
i,j , . . . ,Xt´mq,

or equivalently

ϱ`pX`
t ,Xt´1, . . . ,Xt´mq “

ÿ

iăj

ϱ̃`
i,jpX

t
i,j ;X

t´1
i,j ,Xt´1zXt´1

i,j , . . . ,Xt´mq,
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since for all i ă j, Xt,`
i,j can be recovered from Xt

i,j and Xt´1
i,j . Define ϱ̃´

i,j analogously for the

dissolution model.

In this way Xt is an edge conditionally independent TERGM with parameter vector pθ`,θ´q,

natural parameter

pς`pθ`q, ς´pθ´qq,

and sufficient statistic
˜

ÿ

iăj

ϱ̃`
i,j ,

ÿ

iăj

ϱ̃´
i,j

¸

.

Following the above construction to rewrite this as an AR network model, we can write

αt´1
i,j “ σ´1

“

ς`pθ`qJ
␣

ϱ̃`
i,jp1; 0,Xt´1zXt´1

i,j ,Xt´2, . . . ,Xt´mq

´ ϱ̃`
i,jp0; 0,Xt´1zXt´1

i,j ,Xt´2, . . . ,Xt´mq
(

` ς´pθ´qJ
␣

ϱ̃´
i,jp1; 0,Xt´1zXt´1

i,j ,Xt´2, . . . ,Xt´mq

´ ϱ̃´
i,jp0; 0,Xt´1zXt´1

i,j ,Xt´2, . . . ,Xt´mq
(‰

,

and note that

ϱ̃´
i,jp1; 0,Xt´1zXt´1

i,j ,Xt´2, . . . ,Xt´mq “ ϱ̃´
i,jp0; 0,Xt´1zXt´1

i,j ,Xt´2, . . . ,Xt´mq

“ ϱ´
i,jp0; 0,Xt´1zXt´1

i,j ,Xt´2, . . . ,Xt´mq

for all i ă j and t, since Xt,´
i,j “ 0 whenever Xt´1

i,j “ 0. Thus αt´1
i,j is free of θ´. Similarly, we can

write

βt´1
i,j “ σ´1

“

ς`pθ`qJ
␣

ϱ̃`
i,jp0; 1,Xt´1zXt´1

i,j ,Xt´2, . . . ,Xt´mq

´ ϱ̃`
i,jp1; 1,Xt´1zXt´1

i,j ,Xt´2, . . . ,Xt´mq
(

` ς´pθ´qJ
␣

ϱ̃´
i,jp0; 1,Xt´1zXt´1

i,j ,Xt´2, . . . ,Xt´mq

´ ϱ̃´
i,jp1; 1,Xt´1zXt´1

i,j ,Xt´2, . . . ,Xt´mq
(‰

,

and

ϱ̃`
i,jp0; 1,Xt´1zXt´1

i,j ,Xt´2, . . . ,Xt´mq “ ϱ̃`
i,jp1; 1,Xt´1zXt´1

i,j ,Xt´2, . . . ,Xt´mq

“ ϱ`
i,jp1; 1,Xt´1zXt´1

i,j ,Xt´2, . . . ,Xt´mq

for all i ă j and t, since Xt,`
i,j “ 1 whenever Xt´1

i,j “ 1. Then βt´1
i,j is free of θ`. Hence any

edge conditionally independent STERGM can be written as an AR network model with separable

parameters.
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Conversely, suppose we have specified an AR network model such that

σpαt´1
i,j q “ ϕpθαqJui,jpXt´1zXt´1

i,j ,Xt´2, . . . ,Xt´mq

σpβt´1
i,j q “ ψpθβqJvi,jpXt´1zXt´1

i,j ,Xt´2, . . . ,Xt´mq

with separable parameters θα and θβ.

We follow the same construction as above to rewrite this model as an edge conditionally

independent TERGM, with parameter vector ςpθq “ pϕpθαqJ,ψpθβqJqJ and sufficient statistics

ϱpXt,Xt´1, . . . ,Xt´mq “ pϱJ

α,ϱ
J

βqJ, where ϱα “
ř

i,j: iăj ϱα,i,j and ϱβ “
ř

i,j: iăj ϱβ,i,j with

ϱα,i,jpX
t
i,j ;X

t´1
i,j ,Xt´1zXt´1

i,j ,Xt´2, . . . ,Xt´mq

“ ui,jpXt´1zXt´1
i,j ,Xt´2, . . . ,Xt´mqIpXt

i,j “ 1, Xt´1
i,j “ 0q ,

“ ui,jpXt´1zXt´1
i,j ,Xt´2, . . . ,Xt´mqIpXt,`

i,j “ 1, Xt´1
i,j “ 0q , (A.6)

ϱβ,i,jpX
t
i,j ;X

t´1
i,j ,Xt´1zXt´1

i,j ,Xt´2, . . . ,Xt´mq

“ vi,jpXt´1zXt´1
i,j ,Xt´2, . . . ,Xt´mqIpXt

i,j “ 0, Xt´1
i,j “ 1q .

“ vi,jpXt´1zXt´1
i,j ,Xt´2, . . . ,Xt´mqIpXt,´

i,j “ 0, Xt´1
i,j “ 1q . (A.7)

Note that in (A.6) and (A.7), the sufficient statistics depend on Xt
i,j only through Xt,`

i,j and Xt,´
i,j

respectively. It follows that when written as a conditionally independent TERGM, the distribution

factors into a product of a formation model and dissolution model, as in (A.5). Thus this AR

network model is an edge conditionally independent STERGM.

B Technical proofs

B.1 Proof of Proposition 1

Recall

ℓplq
n,ppθq “

1

pn ´ mq|Sl|

n
ÿ

t“m`1

ÿ

pi,jqPSl

ht´1
i,j pθq

with

ht´1
i,j pθq “ logt1 ´ γt´1

i,j pθqu ` γt´1
i,j pθ0q log

"

γt´1
i,j pθq

1 ´ γt´1
i,j pθq

*

.

S5



Then

Bht´1
i,j pθq

Bθl1
“

γt´1
i,j pθ0q ´ γt´1

i,j pθq

γt´1
i,j pθqt1 ´ γt´1

i,j pθqu

Bγt´1
i,j pθq

Bθl1
, (B.1)

B2ht´1
i,j pθq

Bθl1Bθl2
“ ´

„

1

γt´1
i,j pθqt1 ´ γt´1

i,j pθqu
`

tγt´1
i,j pθ0q ´ γt´1

i,j pθqut1 ´ 2γt´1
i,j pθqu

tγt´1
i,j pθqu2t1 ´ γt´1

i,j pθqu2

ȷ

ˆ
Bγt´1

i,j pθq

Bθl1

Bγt´1
i,j pθq

Bθl2
(B.2)

`
γt´1
i,j pθ0q ´ γt´1

i,j pθq

γt´1
i,j pθqt1 ´ γt´1

i,j pθqu

B2γt´1
i,j pθq

Bθl1Bθl2
,

B3ht´1
i,j pθq

Bθl1Bθl2Bθl3
“ 2

„

1 ´ 2γt´1
i,j pθq

tγt´1
i,j pθqu2t1 ´ γt´1

i,j pθqu2
`

γt´1
i,j pθ0q ´ γt´1

i,j pθq

tγt´1
i,j pθqu2t1 ´ γt´1

i,j pθqu2

`
tγt´1

i,j pθ0q ´ γt´1
i,j pθqut1 ´ 2γt´1

i,j pθqu2

tγt´1
i,j pθqu3t1 ´ γt´1

i,j pθqu3

ȷ

Bγt´1
i,j pθq

Bθl1

Bγt´1
i,j pθq

Bθl2

Bγt´1
i,j pθq

Bθl3

´

„

1

γt´1
i,j pθqt1 ´ γt´1

i,j pθqu
`

tγt´1
i,j pθ0q ´ γt´1

i,j pθqut1 ´ 2γt´1
i,j pθqu

tγt´1
i,j pθqu2t1 ´ γt´1

i,j pθqu2

ȷ

(B.3)

ˆ

"

B2γt´1
i,j pθq

Bθl1Bθl2

Bγt´1
i,j pθq

Bθl3
`

B2γt´1
i,j pθq

Bθl2Bθl3

Bγt´1
i,j pθq

Bθl1
`

B2γt´1
i,j pθq

Bθl3Bθl1

Bγt´1
i,j pθq

Bθl2

*

`
γt´1
i,j pθ0q ´ γt´1

i,j pθq

γt´1
i,j pθqt1 ´ γt´1

i,j pθqu

B3γt´1
i,j pθq

Bθl1Bθl2Bθl3
.

By the triangle inequality and Condition 1,

ˇ

ˇ

ˇ

ˇ

B3ht´1
i,j pθq

Bθl1Bθl2Bθl3

ˇ

ˇ

ˇ

ˇ

ď 2p2C´2
1 ` C´3

1 q

ˇ

ˇ

ˇ

ˇ

Bγt´1
i,j pθq

Bθ

ˇ

ˇ

ˇ

ˇ

3

8

` C´1
1

ˇ

ˇ

ˇ

ˇ

B3γt´1
i,j pθq

Bθ3

ˇ

ˇ

ˇ

ˇ

8

` 3pC´1
1 ` C´2

1 q

ˇ

ˇ

ˇ

ˇ

B2γt´1
i,j pθq

Bθ2

ˇ

ˇ

ˇ

ˇ

8

ˇ

ˇ

ˇ

ˇ

Bγt´1
i,j pθq

Bθ

ˇ

ˇ

ˇ

ˇ

8

(B.4)

ď 2p2C´2
1 ` C´3

1 qC3
2 ` 3pC´1

1 ` C´2
1 qC2

2 ` C´1
1 C2 “: C˚ .

Write θ “ pθ1, . . . , θqqJ and θ0 “ pθ0,1, . . . , θ0,qqJ. By Taylor’s theorem, (B.1) and (B.2),

ht´1
i,j pθq ´ ht´1

i,j pθ0q “
Bht´1

i,j pθ0q

BθJ
pθ ´ θ0q `

1

2
pθ ´ θ0qJ

B2ht´1
i,j pθ0q

BθBθJ
pθ ´ θ0q ` Rt´1

i,j pθq

“ ´
1

2γt´1
i,j pθ0qt1 ´ γt´1

i,j pθ0qu

ˇ

ˇ

ˇ

ˇ

Bγt´1
i,j pθ0q

BθJ
pθ0 ´ θq

ˇ

ˇ

ˇ

ˇ

2

` Rt´1
i,j pθq ,

where

Rt´1
i,j pθq “

1

2

q
ÿ

l1“1

pθl1 ´ θ0,l1q3
ż 1

0
p1 ´ vq2

B3ht´1
i,j pθvq

Bθ3l1
dv

`
3

2

ÿ

l1‰l2

pθl1 ´ θ0,l1q2pθl2 ´ θ0,l2q

ż 1

0
p1 ´ vq2

B3ht´1
i,j pθvq

Bθ2l1Bθl2
dv
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` 3
ÿ

l1‰l2‰l3

pθl1 ´ θ0,l1qpθl2 ´ θ0,l2qpθl3 ´ θ0,l3q

ż 1

0
p1 ´ vq2

B3ht´1
i,j pθvq

Bθl1Bθl2Bθl3
dv

with θv “ θ0 ` vpθ ´ θ0q. Recall Ii,j “ tl Ă rqs : γt´1
i,j pθq involves θl for any t P rnszrmsu.

We have Bγt´1
i,j pθq{Bθl1 ” 0 if l1 R Ii,j , B2γt´1

i,j pθq{Bθl1Bθl2 ” 0 if l1 R Ii,j or l2 R Ii,j , and

B3γt´1
i,j pθq{Bθl1Bθl2Bθl3 ” 0 if l1 R Ii,j or l2 R Ii,j or l3 R Ii,j . By (B.3), it holds that

B3ht´1
i,j pθq

Bθl1Bθl2Bθl3
” 0 if l1 R Ii,j or l2 R Ii,j or l3 R Ii,j .

By Condition 2, it holds that |Rt´1
i,j pθq| ď C˚s

3|θIi,j ´ θ0,Ii,j |38, which implies

ℓplq
n,ppθ0q ´ ℓplq

n,ppθq “
1

pn ´ mq|Sl|

n
ÿ

t“m`1

ÿ

pi,jqPSl

␣

ht´1
i,j pθ0q ´ ht´1

i,j pθq
(

ě
1

pn ´ mq|Sl|

n
ÿ

t“m`1

ÿ

pi,jqPSl

1

2γt´1
i,j pθ0qt1 ´ γt´1

i,j pθ0qu

ˇ

ˇ

ˇ

ˇ

Bγt´1
i,j pθ0q

BθJ
pθ0 ´ θq

ˇ

ˇ

ˇ

ˇ

2

(B.5)

´
C˚s

3

|Sl|

ÿ

pi,jqPSl

|θIi,j ´ θ0,Ii,j |38

ě
2

pn ´ mq|Sl|

n
ÿ

t“m`1

ÿ

pi,jqPSl

ˇ

ˇ

ˇ

ˇ

Bγt´1
i,j pθ0q

BθJ

Ii,j
pθ0,Ii,j ´ θIi,j q

ˇ

ˇ

ˇ

ˇ

2

´
C˚s

3

|Sl|

ÿ

pi,jqPSl

|θIi,j ´ θ0,Ii,j |38

for any θ P Θ. By Condition 3, it holds with probability approaching one that

1

n ´ m

n
ÿ

t“m`1

ÿ

pi,jqPSl

ˇ

ˇ

ˇ

ˇ

Bγt´1
i,j pθ0q

BθJ

Ii,j
pθ0,Ii,j ´ θIi,j q

ˇ

ˇ

ˇ

ˇ

2

ě C3

ÿ

pi,jqPSl

|θ0,Ii,j ´ θIi,j |22

for any l P rqs, which implies

ℓplq
n,ppθ0q ´ ℓplq

n,ppθq ě
2C3

|Sl|

ÿ

pi,jqPSl

|θ0,Ii,j ´ θIi,j |22 ´
C˚s

3

|Sl|

ÿ

pi,jqPSl

|θIi,j ´ θ0,Ii,j |38

for any θ P Θ and l P rqs with probability approaching one. Since d :“ supθPΘ |θ ´ θ0|8 ă

2C3{pC˚s
3q, there exists a universal constant C̃ ą 0 such that d ă C̃ ă 2C3{pC˚s

3q. Hence, it

holds with probability approaching one that

ℓplq
n,ppθ0q ´ ℓplq

n,ppθq ě
2C3 ´ C̃C˚s

3

|Sl|

ÿ

pi,jqPSl

|θ0,Ii,j ´ θIi,j |22

`
C̃C˚s

3

|Sl|

ÿ

pi,jqPSl

|θ0,Ii,j ´ θIi,j |22 ´
C˚s

3

|Sl|

ÿ

pi,jqPSl

|θIi,j ´ θ0,Ii,j |38

ě
2C3 ´ C̃C˚s

3

|Sl|

ÿ

pi,jqPSl

|θ0,Ii,j ´ θIi,j |22
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`
C̃C˚s

3

|Sl|

ÿ

pi,jqPSl

|θ0,Ii,j ´ θIi,j |22 ´
C˚s

3d

|Sl|

ÿ

pi,jqPSl

|θIi,j ´ θ0,Ii,j |28

ě
2C3 ´ C̃C˚s

3

|Sl|

ÿ

pi,jqPSl

|θ0,Ii,j ´ θIi,j |22

for any θ P Θ and l P rqs. We then have Proposition 1 by selecting C̄ “ 2C3 ´ C̃C˚s
3. l

B.2 Proof of Theorem 1

Recall SH,min “ minlPH |Sl| for any H Ă rqs, and

$

’

’

’

’

&

’

’

’

’

%

c2n,G “
q logpn|Sl1 |q
a

n|Sl1 |
`

q3{2 log3{2pn|Sl1 |q
?
n|Sl1 |

,

c2n,Gc “
q logpnSGc,minq
a

nSGc,min
`

q3{2 log3{2pnSGc,minq
?
nSGc,min

,

where l1 P G. To show Theorem 1, we first present the following lemma whose proof is given in

Section B.5.1.

Lemma 1 Assume Conditions 1 and 2 hold. Then

max
lPH

sup
θPΘ

|ℓ̂plq
n,ppθq ´ ℓplq

n,ppθq| “ Op

"

q logpnSH,minq
a

nSH,min

*

` Op

"

q3{2 log3{2pnSH,minq
?
nSH,min

*

for any H Ă rqs.

Notice that pθ
plq

˚ “ pθ̂
plq
˚,1, . . . , θ̂

plq
˚,qqJ “ argmaxθPΘ ℓ̂

plq
n,ppθq for any l P rqs. Then

ℓpl1q
n,ppθ0q ´ sup

θPΘ
|ℓ̂pl1q
n,ppθq ´ ℓpl1q

n,ppθq| ď ℓ̂pl1q
n,ppθ0q

ď ℓ̂pl1q
n,pppθ

pl1q

˚ q ď ℓpl1q
n,pppθ

pl1q

˚ q ` sup
θPΘ

|ℓ̂pl1q
n,ppθq ´ ℓpl1q

n,ppθq| ,

which implies

0 ď ℓpl1q
n,ppθ0q ´ ℓpl1q

n,pppθ
pl1q

˚ q ď 2 sup
θPΘ

|ℓ̂pl1q
n,ppθq ´ ℓpl1q

n,ppθq| .

Recall rθG “ pθ
pl1q

˚,G . Selecting H “ tl1u in Lemma 1, we have supθPΘ |ℓ̂
pl1q
n,ppθq ´ ℓ

pl1q
n,ppθq| “ Oppc2n,Gq,

which implies

ℓpl1q
n,ppθ0q ´ ℓpl1q

n,pppθ
pl1q

˚ q “ Oppc2n,Gq . (B.6)

For any diverging ϵn,p ą 0, if |rθG ´ θ0,G |2 ě ϵn,pcn,G , Proposition 1 yields that

ℓpl1q
n,ppθ0q ´ ℓpl1q

n,pppθ
plq

˚ q ě C̄ϵ2n,pc
2
n,G
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with probability approaching one, which contradicts with (B.6) and then implies |rθG ´ θ0,G |2 “

Oppϵn,pcn,Gq. Notice that we can select arbitrary slowly diverging ϵn,p. Following a standard result

from probability theory, we have |rθG ´ θ0,G |2 “ Oppcn,Gq.

For any l P Gc, we also have

0 ď ℓplq
n,ppθ0q ´ ℓplq

n,pppθ
plq

˚ q ď 2 sup
θPΘ

|ℓ̂plq
n,ppθq ´ ℓplq

n,ppθq| .

Recall rθGc “ pθ̂
plq
˚,lqlPGc . Selecting H “ Gc in Lemma 1, we have maxlPGc supθPΘ |ℓ̂

plq
n,ppθq ´ ℓ

plq
n,ppθq| “

Oppc2n,Gcq, which implies

max
lPGc

␣

ℓplq
n,ppθ0q ´ ℓplq

n,pppθ
plq

˚ q
(

“ Oppc2n,Gcq . (B.7)

For any diverging ϵn,p ą 0, if |rθGc ´ θ0,Gc |8 ě ϵn,pcn,Gc , Proposition 1 yields that

max
lPGc

␣

ℓplq
n,ppθ0q ´ ℓplq

n,pppθ
plq

˚ q
(

ě C̄ϵ2n,pc
2
n,Gc

with probability approaching one, which contradicts with (B.7) and then implies |rθGc ´ θ0,Gc |8 “

Oppϵn,pcn,Gcq. Notice that we can select arbitrary slowly diverging ϵn,p. Following a standard result

from probability theory, we have |rθGc ´ θ0,Gc |8 “ Oppcn,Gcq. We complete the proof of Theorem 1.

l

B.3 Proof of Proposition 2

Given φl specified in Condition 4, define

f
plq
t pθq “ φJ

l g
plq
t pθq

for any t P rnszrms and θ P Θ. To show Proposition 2, we need the following lemmas whose proofs

are given in Sections B.5.2–B.5.4.

Lemma 2 Assume Condition 1 holds. Then
ˇ

ˇ

ˇ

ˇ

1

n ´ m

n
ÿ

t“m`1

␣

f̂
plq
t pθ0,l, rθ´lq ´ f̂

plq
t pθ0q

(

ˇ

ˇ

ˇ

ˇ

ď τ |rθ ´ θ0|1 ` C˚|φ̂l|1|rθ ´ θ0|21

for any l P rqs, where C˚ is a universal constant specified in (B.4).

Lemma 3 Assume Conditions 1 and 4 hold. Then

max
lPH

ˇ

ˇ

ˇ

ˇ

1

n ´ m

n
ÿ

t“m`1

f̂
plq
t pθ0q

ˇ

ˇ

ˇ

ˇ

“ Op

"

a

logp1 ` |H|q logpn|H|q
a

nSH,min

*

` Op

"

a

logp1 ` |H|q logpn|H|q
?
nSH,min

*

for any H Ă rqs.
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Lemma 4 Assume Condition 1 holds. Then

sup
θlPBpθ̃l,r̃q

ˇ

ˇ

ˇ

ˇ

1

n ´ m

n
ÿ

t“m`1

f̂
plq
t pθl, rθ´lq

Bθl
´ 1

ˇ

ˇ

ˇ

ˇ

ď τ ` C˚r̃|φ̂l|1

for any l P rqs, where C˚ is a universal constant specified in (B.4).

Recall |rθG ´ θ0,G |2 “ Oppcn,Gq and |rθGc ´ θ0,Gc |8 “ Oppcn,Gcq with
$

’

’

’

’

&

’

’

’

’

%

c2n,G “
q logpn|Sl1 |q
a

n|Sl1 |
`

q3{2 log3{2pn|Sl1 |q
?
n|Sl1 |

,

c2n,Gc “
q logpnSGc,minq
a

nSGc,min
`

q3{2 log3{2pnSGc,minq
?
nSGc,min

,

where l1 P G. Then |rθ ´ θ0|1 “ |rθG ´ θ0,G |1 ` |rθGc ´ θ0,Gc |1 “ Opp|G|1{2cn,Gq ` Opp|Gc|cn,Gcq “

Opp∆
1{2
n q. Based on Lemmas 2 and 3, due to τ À ∆

1{2
n and |G| ` |Gc| “ q, we have

max
lPG

ˇ

ˇ

ˇ

ˇ

1

n ´ m

n
ÿ

t“m`1

f̂
plq
t pθ0,l, rθ´lq

ˇ

ˇ

ˇ

ˇ

“ Opp∆nq ` Op

"

a

logp1 ` |G|q logpn|G|q
a

n|Sl1 |

*

` Op

"

a

logp1 ` |G|q logpn|G|q
?
n|Sl1 |

*

“ Opp∆nq

for some l1 P G, and

max
lPGc

ˇ

ˇ

ˇ

ˇ

1

n ´ m

n
ÿ

t“m`1

f̂
plq
t pθ0,l, rθ´lq

ˇ

ˇ

ˇ

ˇ

“ Opp∆nq ` Op

"

a

logp1 ` |Gc|q logpn|Gc|q
a

nSGc,min

*

` Op

"

a

logp1 ` |Gc|q logpn|Gc|q
?
nSGc,min

*

“ Opp∆nq .

Due to θ̌l “ argminθlPBpθ̃l,r̃q
|pn ´ mq´1

řn
t“m`1 f̂

plq
t pθl, rθ´lq|2 and θ0,l P Bpθ̃l, r̃q with probability

approaching one, then

ˇ

ˇ

ˇ

ˇ

1

n ´ m

n
ÿ

t“m`1

f̂
plq
t pθ̌l, rθ´lq

ˇ

ˇ

ˇ

ˇ

ď

ˇ

ˇ

ˇ

ˇ

1

n ´ m

n
ÿ

t“m`1

f̂
plq
t pθ0,l, rθ´lq

ˇ

ˇ

ˇ

ˇ

with probability approaching one, which implies

max
lPrqs

ˇ

ˇ

ˇ

ˇ

1

n ´ m

n
ÿ

t“m`1

␣

f̂
plq
t pθ̌l, rθ´lq ´ f̂

plq
t pθ0,l, rθ´lq

(

ˇ

ˇ

ˇ

ˇ

“ Opp∆nq . (B.8)

Notice that

1

n ´ m

n
ÿ

t“m`1

␣

f̂
plq
t pθ̌l, rθ´lq ´ f̂

plq
t pθ0,l, rθ´lq

(

“

"

1

n ´ m

n
ÿ

t“m`1

Bf̂
plq
t pθ̄l, rθ´lq

Bθl

*

pθ̌l ´ θ0,lq
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for some θ̄l on the joint line between θ̌l and θ0,l. By Lemma 4 and Condition 4, due to τ “ op1q

and r̃ “ op1q, we know

min
lPrqs

"

1

n ´ m

n
ÿ

t“m`1

Bf̂
plq
t pθ̄l, rθ´lq

Bθl

*

ą
1

2

with probability approaching one. Hence, by (B.8), we have |

p

θ´θ0|8 “ Opp∆nq. We complete the

proof of Proposition 2. l

B.4 Proof of Theorem 2

Recall f̂
plq
t pθq “ φ̂J

l g
plq
t pθq. By the definition of φ̂l given in (4.10), we have

max
lPrqs

ˇ

ˇ

ˇ

ˇ

1

n ´ m

n
ÿ

t“m`1

Bf̂
plq
t prθq

Bθ´l

ˇ

ˇ

ˇ

ˇ

8

ď τ .

It follows from the Taylor expansion that

ˇ

ˇ

ˇ

ˇ

1

n ´ m

n
ÿ

t“m`1

"

Bf̂
plq
t p

p

θq

Bθ´l
´

Bf̂
plq
t prθq

Bθ´l

*ˇ

ˇ

ˇ

ˇ

8

ď

ˇ

ˇ

ˇ

ˇ

1

n ´ m

n
ÿ

t“m`1

B2f̂
plq
t p 9θq

Bθ´lBθ
J

ˇ

ˇ

ˇ

ˇ

8

|

p

θ ´ rθ|1 ,

where 9θ is on the joint line between

p

θ and rθ. Notice that 9θ P Bpθ̃1, r̃q ˆ ¨ ¨ ¨ ˆ Bpθ̃q, r̃q. Following

the same arguments for deriving (B.28) in Section B.5.2 for the proof of Lemma 2, we know

sup
θPBpθ̃1,r̃qˆ¨¨¨ˆBpθ̃q ,r̃q

max
lPrqs

ˇ

ˇ

ˇ

ˇ

1

n ´ m

n
ÿ

t“m`1

B2f̂
plq
t pθq

Bθ´lBθ
J

ˇ

ˇ

ˇ

ˇ

8

ď C˚ max
lPrqs

|φ̂l|1

for some universal constant C˚ specified in (B.4), which implies

max
lPrqs

ˇ

ˇ

ˇ

ˇ

1

n ´ m

n
ÿ

t“m`1

"

Bf̂
plq
t p

p

θq

Bθ´l
´

Bf̂
plq
t prθq

Bθ´l

*ˇ

ˇ

ˇ

ˇ

8

ď C˚|

p

θ ´ rθ|1max
lPrqs

|φ̂l|1 .

By Condition 4, we have maxlPrqs |φ̂l|1 “ Opp1q, which implies

max
lPrqs

ˇ

ˇ

ˇ

ˇ

1

n ´ m

n
ÿ

t“m`1

"

Bf̂
plq
t p

p

θq

Bθ´l
´

Bf̂
plq
t prθq

Bθ´l

*ˇ

ˇ

ˇ

ˇ

8

ď |

p

θ ´ rθ|1 ¨ Opp1q .

Hence, it holds that

max
lPrqs

ˇ

ˇ

ˇ

ˇ

1

n ´ m

n
ÿ

t“m`1

Bf̂
plq
t p

p

θq

Bθ´l

ˇ

ˇ

ˇ

ˇ

8

ď τ ` |

p

θ ´ rθ|1 ¨ Opp1q . (B.9)

Repeating the arguments for deriving Lemma 2 in Section B.5.2, we can also show

max
lPrqs

ˇ

ˇ

ˇ

ˇ

1

n ´ m

n
ÿ

t“m`1

␣

f̂
plq
t pθ0,l,

p

θ´lq ´ f̂
plq
t pθ0q

(

ˇ

ˇ

ˇ

ˇ

ď
␣

τ ` |

p

θ ´ rθ|1 ¨ Opp1q
(

|

p

θ ´ θ0|1 ` |

p

θ ´ θ0|21 ¨ Opp1q (B.10)

ď
␣

τ ` |rθ ´ θ0|1 ¨ Opp1q
(

|

p

θ ´ θ0|1 ` |

p

θ ´ θ0|21 ¨ Opp1q .
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Together with Lemma 3, it holds that

max
lPrqs

ˇ

ˇ

ˇ

ˇ

1

n ´ m

n
ÿ

t“m`1

f̂
plq
t pθ0,l,

p

θ´lq

ˇ

ˇ

ˇ

ˇ

ď Oppq∆nq .

Since θ̂l “ argminθlPBpθ̌l,řq |pn ´ mq´1
řn

t“m`1 f̂
plq
t pθl,

p

θ´lq|2 and θ0,l P Bpθ̌l, řq with probability

approaching one, then

ˇ

ˇ

ˇ

ˇ

1

n ´ m

n
ÿ

t“m`1

f̂
plq
t pθ̂l,

p

θ´lq

ˇ

ˇ

ˇ

ˇ

ď

ˇ

ˇ

ˇ

ˇ

1

n ´ m

n
ÿ

t“m`1

f̂
plq
t pθ0,l,

p

θ´lq

ˇ

ˇ

ˇ

ˇ

with probability approaching one, which implies

max
lPrqs

ˇ

ˇ

ˇ

ˇ

1

n ´ m

n
ÿ

t“m`1

␣

f̂
plq
t pθ̂l,

p

θ´lq ´ f̂
plq
t pθ0,l,

p

θ´lq
(

ˇ

ˇ

ˇ

ˇ

“ Oppq∆nq . (B.11)

Following the same arguments for deriving Lemma 4 in Section B.5.4 and noting (B.9), we can also

have

sup
θlPBpθ̌l,řq

ˇ

ˇ

ˇ

ˇ

1

n ´ m

n
ÿ

t“m`1

f̂
plq
t pθl,

p

θ´lq

Bθl
´ 1

ˇ

ˇ

ˇ

ˇ

ď τ ` opp1q ` C˚ř|φ̂l|1 (B.12)

for any l P rqs. Due to τ “ op1q, ř “ op1q and maxlPrqs |φ̂l|1 “ Opp1q, we have

max
lPrqs

sup
θlPBpθ̌l,řq

ˇ

ˇ

ˇ

ˇ

1

n ´ m

n
ÿ

t“m`1

f̂
plq
t pθl,

p

θ´lq

Bθl
´ 1

ˇ

ˇ

ˇ

ˇ

“ opp1q . (B.13)

Due to

1

n ´ m

n
ÿ

t“m`1

␣

f̂
plq
t pθ̂l,

p

θ´lq ´ f̂
plq
t pθ0,l,

p

θ´lq
(

“

"

1

n ´ m

n
ÿ

t“m`1

Bf̂
plq
t pθ̄l,

p

θ´lq

Bθl

*

pθ̂l ´ θ0,lq (B.14)

for some θ̄l on the joint line between θ̂l and θ0,l, by (B.11) and (B.12), we have |pθ´θ0|8 “ Oppq∆nq,

which implies |pθ ´

p

θ|8 ď |pθ ´ θ0|8 ` |

p

θ ´ θ0|8 “ Oppq∆nq. Hence, |pθ ´

p

θ|8 ! ř with probability

approaching one. Therefore,

0 “

"

1

n ´ m

n
ÿ

t“m`1

f̂
plq
t pθ̂l,

p

θ´lq

*"

1

n ´ m

n
ÿ

t“m`1

Bf̂
plq
t pθ̂l,

p

θ´lq

Bθl

*

with probability approaching one. Together with (B.13), we have

1

n ´ m

n
ÿ

t“m`1

f̂
plq
t pθ̂l,

p

θ´lq “ 0

with probability approaching one.
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By (B.14) and (B.10), due to |

p

θ ´ θ0|1 “ Oppq∆nq, |rθ ´ θ0|1 “ Opp∆
1{2
n q and τ À ∆

1{2
n , then

θ̂l ´ θ0,l “ ´

"

1

n ´ m

n
ÿ

t“m`1

Bf̂
plq
t pθ̄l,

p

θ´lq

Bθl

*´1" 1

n ´ m

n
ÿ

t“m`1

f̂
plq
t pθ0,l,

p

θ´lq

*

“ ´

"

1

n ´ m

n
ÿ

t“m`1

Bf̂
plq
t pθ̄l,

p

θ´lq

Bθl

*´1" 1

n ´ m

n
ÿ

t“m`1

f̂
plq
t pθ0q

*

` Oppq∆3{2
n q ` Oppq2∆2

nq

with probability approaching one. As shown in (B.30) in Section B.5.3 for the proof of Lemma 3,

ˇ

ˇ

ˇ

ˇ

1

n ´ m

n
ÿ

t“m`1

␣

f̂
plq
t pθ0q ´ f

plq
t pθ0q

(

ˇ

ˇ

ˇ

ˇ

“ Op

"

ωn

a

plog qq logpqnq
a

n|Sl|

*

` Op

"

ωnplog qq1{2 logpqnq
?
n|Sl|

*

“ op

ˆ

1
a

n|Sl|

˙

,

where the last step is based on Condition 4. Hence,

θ̂l ´ θ0,l “ ´

"

1

n ´ m

n
ÿ

t“m`1

Bf̂
plq
t pθ̄l,

p

θ´lq

Bθl

*´1" 1

n ´ m

n
ÿ

t“m`1

f
plq
t pθ0q

*

` Oppq∆3{2
n q ` Oppq2∆2

nq ` op

ˆ

1
a

n|Sl|

˙

(B.15)

with probability approaching one.

Write

Q̊l,t “
1

|Sl|
1{2

ÿ

pi,jqPSl

Xt
i,j ´ γt´1

i,j pθ0q

γt´1
i,j pθ0qt1 ´ γt´1

i,j pθ0qu

"

φJ

l

Bγt´1
i,j pθ0q

Bθ

*

.

Then

1

n ´ m

n
ÿ

t“m`1

f
plq
t pθ0q “

1

pn ´ mq|Sl|
1{2

n
ÿ

t“m`1

Q̊l,t . (B.16)

In the sequel, we will use the martingale central limit theorem to establish the asymptotic distri-

bution of pn ´ mq´1{2
řn

t“m`1 Q̊l,t. Denote by PFt´1p¨q and EFt´1p¨q, respectively, the conditional

probability measure and the conditional expectation given Ft´1 with the unknown true parameter

vector θ0. By Conditions 1 and 4, it holds that

max
pi,jqPSl

ˇ

ˇ

ˇ

ˇ

Xt
i,j ´ γt´1

i,j pθ0q

γt´1
i,j pθ0qt1 ´ γt´1

i,j pθ0qu

"

φJ

l

Bγt´1
i,j pθ0q

Bθ

*
ˇ

ˇ

ˇ

ˇ

ď C´1
1 C2C4 “: C˚˚ .

It follows from the Bernstein inequality that

PFt´1

`

|Q̊l,t| ě x
˘

ď 2 exp

ˆ

´
3|Sl|

1{2x2

6|Sl|
1{2C2

˚˚ ` 2xC˚˚

˙
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for any x ą 0, which implies, for any δ ą 0,

n
ÿ

t“m`1

EFt´1

"ˆ

Q̊l,t
?
n ´ m

˙2

I

ˆ

|Q̊l,t|
?
n ´ m

ě δ

˙*

“
1

n ´ m

n
ÿ

t“m`1

EFt´1

␣

Q̊2
l,tIp|Q̊l,t| ě δ

?
n ´ mq

(

Ñ 0

in probability as n Ñ 8. Meanwhile, by Condition 5, we also have

1

n ´ m

n
ÿ

t“m`1

EFt´1pQ̊2
l,tq

“
1

pn ´ mq|Sl|

n
ÿ

t“m`1

ÿ

pi,jqPSl

1

γt´1
i,j pθ0qt1 ´ γt´1

i,j pθ0qu

"

φJ

l

Bγt´1
i,j pθ0q

Bθ

*2

Ñ κl

in probability as n Ñ 8. By Conditions 1 and 4, we know κl is a almost surely bounded random

variable. Corollary 3.1 of Hall and Heyde (1980) implies

1
?
n ´ m

n
ÿ

t“m`1

Q̊l,t Ñ
?
κl ¨ Z

in distribution as n Ñ 8, where Z is a standard normally distributed random variable independent

of κl. By (B.15) and (B.16), due to

1

n ´ m

n
ÿ

t“m`1

Bf̂
plq
t pθ̄l,

p

θ´lq

Bθl
Ñ 1

in probability which is obtained in (B.13), it holds that

a

n|Sl|pθ̂l ´ θ0,lq Ñ
?
κl ¨ Z

in distribution as n Ñ 8, provided that
a

n|Sl|maxtq∆
3{2
n , q2∆2

nu “ op1q. We complete the proof

of Theorem 2. l

B.5 Proofs of auxiliary lemmas

B.5.1 Proof of Lemma 1

Without loss of generality, we assume Θ “ r´C,Csq for some constant C ą 0. For given ϵ ą 0

which will be specified later, we partition r´C,Cs into K “ r2C{ϵs sub-intervals B1, . . . , BK with

equal length, where the length of each Bk does not exceed ϵ. Based on such defined B1, . . . , BK ,

we can partition Θ as follows:

Θ “

K
ď

k1“1

¨ ¨ ¨

K
ď

kq“1

Bk1 ˆ ¨ ¨ ¨ ˆ Bkq ,
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which includesKq hyper-rectangles B1, . . . ,BKq . For each given u P rKqs, there exists pk1,u, . . . , kq,uq P

rKsq such that Bu “ Bk1,u ˆ ¨ ¨ ¨ ˆ Bkq,u . Let θu be the center of Bu.

For each θ P Bu, since γt´1
i,j pθq only depends on θl with l P Ii,j , it follows from the Taylor

expansion that

ℓ̂plq
n,ppθq ´ ℓ̂plq

n,ppθuq

“

„

1

pn ´ mq|Sl|

n
ÿ

t“m`1

ÿ

pi,jqPSl

Xt
i,j ´ γt´1

i,j pθ̃uq

γt´1
i,j pθ̃uqt1 ´ γt´1

i,j pθ̃uqu

Bγt´1
i,j pθ̃uq

BθJ

ȷ

pθ ´ θuq

“
1

pn ´ mq|Sl|

n
ÿ

t“m`1

ÿ

pi,jqPSl

Xt
i,j ´ γt´1

i,j pθ̃uq

γt´1
i,j pθ̃uqt1 ´ γt´1

i,j pθ̃uqu

Bγt´1
i,j pθ̃uq

BθJ

Ii,j
pθIi,j ´ θu,Ii,j q ,

where θ̃u P Bu is on the joint line between θ and θu. Write θ “ pθ1, . . . , θqqJ and θu “

pθu,1, . . . , θu,qqJ. By Conditions 1 and 2, it holds that

|ℓ̂plq
n,ppθq ´ ℓ̂plq

n,ppθuq|

ď
1

pn ´ mq|Sl|

n
ÿ

t“m`1

ÿ

pi,jqPSl

ÿ

lPIi,j

ˇ

ˇ

ˇ

ˇ

Xt
i,j ´ γt´1

i,j pθ̃uq

γt´1
i,j pθ̃uqt1 ´ γt´1

i,j pθ̃uqu

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

Bγt´1
i,j pθ̃uq

Bθl

ˇ

ˇ

ˇ

ˇ

|θl ´ θu,l|

ď
C´1
1 C2ϵ

pn ´ mq|Sl|

n
ÿ

t“m`1

ÿ

pi,jqPSl

ÿ

lPIi,j

|Xt
i,j ´ γt´1

i,j pθ̃uq| ď sC´1
1 C2ϵ

for any θ P Bu and l P rqs. Analogously, we also have

sup
θPBu

|ℓplq
n,ppθq ´ ℓplq

n,ppθuq| ď sC´1
1 C2ϵ .

Therefore, by the triangle inequality, it holds that

max
lPH

sup
θPΘ

|ℓ̂plq
n,ppθq ´ ℓplq

n,ppθq| “ max
lPH

max
uPrKqs

sup
θPBu

|ℓ̂plq
n,ppθq ´ ℓplq

n,ppθq|

ď max
lPH

max
uPrKqs

|ℓ̂plq
n,ppθuq ´ ℓplq

n,ppθuq| ` max
lPH

max
uPrKqs

sup
θPBu

|ℓ̂plq
n,ppθq ´ ℓ̂plq

n,ppθuq|

` max
lPH

max
uPrKqs

sup
θPBu

|ℓplq
n,ppθq ´ ℓplq

n,ppθuq| (B.17)

ď max
lPH

max
uPrKqs

|ℓ̂plq
n,ppθuq ´ ℓplq

n,ppθuq| ` 2sC´1
1 C2ϵ .

For each l P rqs, u P rKqs and t P rnszrms, define

Q
plq
u,t “

1

|Sl|
1{2

ÿ

pi,jqPSl

„

tXt
i,j ´ γt´1

i,j pθ0qu log

"

γt´1
i,j pθuq

1 ´ γt´1
i,j pθuq

*ȷ

.

Then

ℓ̂plq
n,ppθuq ´ ℓplq

n,ppθuq “
1

pn ´ mq|Sl|
1{2

n
ÿ

t“m`1

Q
plq
u,t . (B.18)
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Notice that

|Xt
i,j ´ γt´1

i,j pθ0q|

ˇ

ˇ

ˇ

ˇ

log

"

γt´1
i,j pθuq

1 ´ γt´1
i,j pθuq

*ˇ

ˇ

ˇ

ˇ

ď max
i‰j

ˇ

ˇ

ˇ

ˇ

log

"

γt´1
i,j pθuq

1 ´ γt´1
i,j pθuq

*ˇ

ˇ

ˇ

ˇ

.

Due to

log
“

γt´1
i,j pθuqt1 ´ γt´1

i,j pθuqu
‰

ă log

"

γt´1
i,j pθuq

1 ´ γt´1
i,j pθuq

*

ă ´ log
“

γt´1
i,j pθuqt1 ´ γt´1

i,j pθuqu
‰

,

by Condition 1, we have

max
uPrKqs

max
tPrnszrms

|Xt
i,j ´ γt´1

i,j pθ0q|

ˇ

ˇ

ˇ

ˇ

log

"

γt´1
i,j pθuq

1 ´ γt´1
i,j pθuq

*
ˇ

ˇ

ˇ

ˇ

ď max
uPrKqs

max
tPrnszrms

max
i‰j

ˇ

ˇ log
“

γt´1
i,j pθuqt1 ´ γt´1

i,j pθuqu
‰
ˇ

ˇ ď logC´1
1 . (B.19)

Denote by PFt´1p¨q the conditional probability measure given Ft´1 with the unknown true parameter

vector θ0. It follows from the Bernstein inequality that

max
uPrKqs

max
tPrnszrms

PFt´1

␣

|Q
plq
u,t| ě x

(

ď 2 exp

"

´
3|Sl|

1{2x2

6|Sl|
1{2plogC´1

1 q2 ` 2x logC´1
1

*

(B.20)

for any x ą 0. Furthermore, due to Pt|Q
plq
u,t| ě xu “ ErPFt´1t|Q

plq
u,t| ě xus, we also have

max
uPrKqs

max
tPrnszrms

P
␣

|Q
plq
u,t| ě x

(

ď 2 exp

"

´
3|Sl|

1{2x2

6|Sl|
1{2plogC´1

1 q2 ` 2x logC´1
1

*

(B.21)

for any x ą 0. Let

Q̃
plq
u,t “ Q

plq
u,tI

␣

|Q
plq
u,t| ď M

(

´ EFt´1

“

Q
plq
u,tI

␣

|Q
plq
u,t| ď M

(‰

for some diverging M ą 0 specified later. Notice that tQ̃
plq
u,tutPrnszrms is a martingale difference

sequence with maxtPrnszrms |Q̃
plq
u,t| ď 2M . By the Azuma’s inequality (Azuma, 1967; see also Theorem

3.1 of Lesigne and Volný (2001)), we have

max
lPrqs

max
uPrKqs

P
"ˇ

ˇ

ˇ

ˇ

1

n ´ m

n
ÿ

t“m`1

Q̃
plq
u,t

ˇ

ˇ

ˇ

ˇ

ě x

*

ď 2 exp

"

´
pn ´ mqx2

8M2

*

(B.22)

for any x ą 0. By (B.21),

max
uPrKqs

P
„
ˇ

ˇ

ˇ

ˇ

1

n ´ m

n
ÿ

t“m`1

Q
plq
u,tI

␣

|Q
plq
u,t| ą M

(

ˇ

ˇ

ˇ

ˇ

ą 0

ȷ

ď max
uPrKqs

P
"

max
tPrnszrms

|Q
plq
u,t| ą M

*

ď 2n exp

"

´
3|Sl|

1{2M2

6|Sl|
1{2plogC´1

1 q2 ` 2M logC´1
1

*

.
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Together with (B.22), by the Bonferroni inequality, we have

P
ˆ

max
lPH

max
uPrKqs

ˇ

ˇ

ˇ

ˇ

1

n ´ m

n
ÿ

t“m`1

“

Q̃
plq
u,t ` Q

plq
u,tI

␣

|Q
plq
u,t| ą M

(‰

ˇ

ˇ

ˇ

ˇ

ą x

˙

ď 2|H|Kq exp

"

´
pn ´ mqx2

8M2

*

` 2|H|Kqnmax
lPH

exp

"

´
3|Sl|

1{2M2

6|Sl|
1{2plogC´1

1 q2 ` 2M logC´1
1

*

for any x ą 0. Recall SH,min “ minlPH |Sl| and |H| ď q. Selecting

M “ Cmax

ˆ

a

q logK,
q logK
a

SH,min
,
a

log n,
log n

a

SH,min

˙

(B.23)

for some sufficiently large constant C ą 0, it holds that

max
lPH

max
uPrKqs

ˇ

ˇ

ˇ

ˇ

1

n ´ m

n
ÿ

t“m`1

“

Q̃
plq
u,t ` Q

plq
u,tI

␣

|Q
plq
u,t| ą M

(‰

ˇ

ˇ

ˇ

ˇ

“ Op

ˆ

M

c

q logK

n

˙

“ Op

ˆ

q logK
?
n

˙

` Op

"

pq logKq3{2

a

nSH,min

*

(B.24)

` Op

"

a

qplogKqplog nq
?
n

*

` Op

"

pq logKq1{2plog nq
a

nSH,min

*

.

On the other hand, by (B.20), it holds that

EFt´1

“

|Q
plq
u,t|I

␣

|Q
plq
u,t| ą M

(‰

“ MPFt´1

␣

|Q
plq
u,t| ą M

(

`

ż 8

M
PFt´1p|Qu,t| ą xq dx

ď 2M exp

"

´
3|Sl|

1{2M2

6|Sl|
1{2plogC´1

1 q2 ` 2M logC´1
1

*

` 2

ż 8

M
exp

"

´
x2

4plogC´1
1 q2

*

dx ` 2

ż 8

M
exp

ˆ

´
3|Sl|

1{2x

4 logC´1
1

˙

dx

ď 2M exp

"

´
3|Sl|

1{2M2

6|Sl|
1{2plogC´1

1 q2 ` 2M logC´1
1

*

` 4plogC´1
1 q2M´1 exp

"

´
M2

4plogC´1
1 q2

*

`
8 logC´1

1

3|Sl|
1{2

exp

ˆ

´
3|Sl|

1{2M

4 logC´1
1

˙

,

which implies

max
uPrKqs

ˇ

ˇ

ˇ

ˇ

1

n ´ m

n
ÿ

t“m`1

EFt´1

“

Q
plq
u,tI

␣

|Q
plq
u,t| ą M

(‰

ˇ

ˇ

ˇ

ˇ

ď 2M exp

"

´
3|Sl|

1{2M2

6|Sl|
1{2plogC´1

1 q2 ` 2M logC´1
1

*

(B.25)

` 4plogC´1
1 q2 exp

"

´
M2

4plogC´1
1 q2

*

`
8 logC´1

1

3|Sl|
1{2

exp

ˆ

´
3|Sl|

1{2M

4 logC´1
1

˙

.
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Due to SH,min “ minlPH |Sl| Ñ 8 and M Ñ 8 satisfying (B.23), by (B.25), we have

max
lPH

max
uPrKqs

ˇ

ˇ

ˇ

ˇ

1

n ´ m

n
ÿ

t“m`1

EFt´1

“

Q
plq
u,tI

␣

|Q
plq
u,t| ą M

(‰

ˇ

ˇ

ˇ

ˇ

À expp´C̃1M
2q ` expp´C̃2MS

1{2
H,minq “ opn´1{2q ,

where C̃1 ą 0 and C̃2 ą 0 are two universal constants. Due to Q
plq
u,t “ Q̃

plq
u,t ` Q

plq
u,tIt|Q

plq
u,t| ą

Mu ´ EFt´1,θ0rQ
plq
u,tIt|Q

plq
u,t| ą Mus, together with (B.24), it holds that

max
lPH

max
uPrKqs

ˇ

ˇ

ˇ

ˇ

1

n ´ m

n
ÿ

t“m`1

Q
plq
u,t

ˇ

ˇ

ˇ

ˇ

“ Op

ˆ

q logK
?
n

˙

` Op

"

pq logKq3{2

a

nSH,min

*

(B.26)

` Op

"

a

qplogKqplog nq
?
n

*

` Op

"

pq logKq1{2plog nq
a

nSH,min

*

.

By (B.18), we have

max
lPH

max
uPrKqs

|ℓ̂plq
n,ppθuq ´ ℓplq

n,ppθuq| “ Op

ˆ

q logK
a

nSH,min

˙

` Op

"

pq logKq3{2

?
nSH,min

*

` Op

"

a

qplogKqplog nq
a

nSH,min

*

` Op

"

pq logKq1{2plog nq
?
nSH,min

*

.

Recall K — ϵ´1. Together with (B.17), it holds that

max
lPH

sup
θPΘ

|ℓ̂plq
n,ppθq ´ ℓplq

n,ppθq| ď 2sC´1
1 C2ϵ ` Op

ˆ

q logK
a

nSH,min

˙

` Op

"

pq logKq3{2

?
nSH,min

*

` Op

"

a

qplogKqplog nq
a

nSH,min

*

` Op

"

pq logKq1{2plog nq
?
nSH,min

*

.

Due to s ď q, with selecting ϵ — n´1{2S
´1{2
H,min, we have

max
lPH

sup
θPΘ

|ℓ̂plq
n,ppθq ´ ℓplq

n,ppθq| “ Op

"

q logpnSH,minq
a

nSH,min

*

` Op

"

q3{2 log3{2pnSH,minq
?
nSH,min

*

.

We complete the proof of Lemma 1. l

B.5.2 Proof of Lemma 2

By the Taylor expansion, we have

1

n ´ m

n
ÿ

t“m`1

␣

f̂
plq
t pθ0,l, rθ´lq ´ f̂

plq
t pθ0q

(

“
1

n ´ m

n
ÿ

t“m`1

Bf̂
plq
t pθ0,l, θ̄´lq

BθJ

´l

prθ´l ´ θ0,´lq
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“
1

n ´ m

n
ÿ

t“m`1

Bf̂
plq
t pθ0,l, rθ´lq

BθJ

´l

prθ´l ´ θ0,´lq

looooooooooooooooooooooooooomooooooooooooooooooooooooooon

R1,l

`
1

n ´ m

n
ÿ

t“m`1

"

Bf̂
plq
t pθ0,l, θ̄´lq

BθJ

´l

´
Bf̂

plq
t pθ0,l, rθ´lq

BθJ

´l

*

prθ´l ´ θ0,´lq

looooooooooooooooooooooooooooooooooooooooomooooooooooooooooooooooooooooooooooooooooon

R2,l

,

where θ̄´l is on the joint line between θ0,´l and rθ´l.

For R1,l, by the Taylor expansion, it holds that

R1,l “
1

n ´ m

n
ÿ

t“m`1

Bf̂
plq
t prθq

BθJ

´l

prθ´l ´ θ0,´lq

` pθ0,l ´ θ̃lq

"

1

n ´ m

n
ÿ

t“m`1

B2f̂
plq
t pθ̄l, rθ´lq

BθlBθ
J

´l

*

prθ´l ´ θ0,´lq ,

where θ̄l is on the joint line between θ0,l and θ̃l. Recall f̂
plq
t pθq “ φ̂J

l g
plq
t pθq. By the definition of φ̂l

given in (4.10), we have
ˇ

ˇ

ˇ

ˇ

1

n ´ m

n
ÿ

t“m`1

Bf̂
plq
t prθq

Bθ´l

ˇ

ˇ

ˇ

ˇ

8

ď τ ,

which implies

ˇ

ˇ

ˇ

ˇ

1

n ´ m

n
ÿ

t“m`1

Bf̂
plq
t prθq

BθJ

´l

prθ´l ´ θ0,´lq

ˇ

ˇ

ˇ

ˇ

ď

ˇ

ˇ

ˇ

ˇ

1

n ´ m

n
ÿ

t“m`1

Bf̂
plq
t prθq

Bθ´l

ˇ

ˇ

ˇ

ˇ

8

|rθ´l ´ θ0,´l|1

ď τ |rθ´l ´ θ0,´l|1 . (B.27)

For any k P rqs, due to

B2f̂
plq
t pθ̄l, rθ´lq

BθlBθk
“ φ̂J

l

B2g
plq
t pθ̄l, rθ´lq

BθlBθk
,

we then have

ˇ

ˇ

ˇ

ˇ

B2f̂
plq
t pθ̄l, rθ´lq

BθlBθk

ˇ

ˇ

ˇ

ˇ

ď |φ̂l|1

ˇ

ˇ

ˇ

ˇ

B2g
plq
t pθ̄l, rθ´lq

BθlBθk

ˇ

ˇ

ˇ

ˇ

8

ď
|φ̂l|1

|Sl|

ÿ

pi,jqPSl

ˇ

ˇ

ˇ

ˇ

B2

BθlBθk

„

Xt
i,j ´ γt´1

i,j pθq

γt´1
i,j pθqt1 ´ γt´1

i,j pθqu

Bγt´1
i,j pθq

Bθ

ȷ
ˇ

ˇ

ˇ

ˇ

8
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Notice that

B2

Bθl1Bθl2

„

Xt
i,j ´ γt´1

i,j pθq

γt´1
i,j pθqt1 ´ γt´1

i,j pθqu

Bγt´1
i,j pθq

Bθl3

ȷ

“ 2

„

1 ´ 2γt´1
i,j pθq

tγt´1
i,j pθqu2t1 ´ γt´1

i,j pθqu2
`

Xt
i,j ´ γt´1

i,j pθq

tγt´1
i,j pθqu2t1 ´ γt´1

i,j pθqu2

`
tXt

i,j ´ γt´1
i,j pθqut1 ´ 2γt´1

i,j pθqu2

tγt´1
i,j pθqu3t1 ´ γt´1

i,j pθqu3

ȷ

Bγt´1
i,j pθq

Bθl1

Bγt´1
i,j pθq

Bθl2

Bγt´1
i,j pθq

Bθl3

´

„

1

γt´1
i,j pθqt1 ´ γt´1

i,j pθqu
`

tXt
i,j ´ γt´1

i,j pθqut1 ´ 2γt´1
i,j pθqu

tγt´1
i,j pθqu2t1 ´ γt´1

i,j pθqu2

ȷ

ˆ

"

B2γt´1
i,j pθq

Bθl1Bθl2

Bγt´1
i,j pθq

Bθl3
`

B2γt´1
i,j pθq

Bθl2Bθl3

Bγt´1
i,j pθq

Bθl1
`

B2γt´1
i,j pθq

Bθl3Bθl1

Bγt´1
i,j pθq

Bθl2

*

`
Xt

i,j ´ γt´1
i,j pθq

γt´1
i,j pθqt1 ´ γt´1

i,j pθqu

B3γt´1
i,j pθq

Bθl1Bθl2Bθl3
.

By the triangle inequality and Condition 1, we know

max
kPrqs

ˇ

ˇ

ˇ

ˇ

B2f̂
plq
t pθ̄l, rθ´lq

BθlBθk

ˇ

ˇ

ˇ

ˇ

ď C˚|φ̂l|1 (B.28)

for some universal constant C˚ specified in (B.4), which implies

ˇ

ˇ

ˇ

ˇ

pθ0,l ´ θ̃lq

"

1

n ´ m

n
ÿ

t“m`1

B2f̂
plq
t pθ̄l, rθ´lq

BθlBθ
J

´l

*

prθ´l ´ θ0,´lq

ˇ

ˇ

ˇ

ˇ

ď |θ0,l ´ θ̃l|

ˇ

ˇ

ˇ

ˇ

1

n ´ m

n
ÿ

t“m`1

B2f̂
plq
t pθ̄l, rθ´lq

BθlBθ
J

´l

ˇ

ˇ

ˇ

ˇ

8

|rθ´l ´ θ0,´l|1

ď C˚|φ̂l|1|θ0,l ´ θ̃l||rθ´l ´ θ0,´l|1 .

Together with (B.27), it holds that |R1,l| ď τ |rθ´l ´ θ0,´l|1 ` C˚|φ̂l|1|θ0,l ´ θ̃l||rθ´l ´ θ0,´l|1.

For R2,l, by the Taylor expansion, we have

R2,l “ pθ̄´l ´ rθ´lq
J

"

1

n ´ m

n
ÿ

t“m`1

B2f̂
plq
t pθ0,l, 9θ´lq

Bθ´lBθ
J

´l

*

prθ´l ´ θ0,´lq

for some 9θ´l on the joint line between θ̄´l and rθ´l, which implies

|R2,l| ď |θ̄´l ´ rθ´l|1|rθ´l ´ θ0,´l|1

ˇ

ˇ

ˇ

ˇ

1

n ´ m

n
ÿ

t“m`1

B2f̂
plq
t pθ0,l, 9θ´lq

Bθ´lBθ
J

´l

ˇ

ˇ

ˇ

ˇ

8

.

Since θ̄´l is on the joint line between θ0,´l and rθ´l, then |θ̄´l ´ rθ´l|1 ď |rθ´l ´ θ0,´l|1. Parallel to

(B.28), we can also show

ˇ

ˇ

ˇ

ˇ

1

n ´ m

n
ÿ

t“m`1

B2f̂
plq
t pθ0,l, 9θ´lq

Bθ´lBθ
J

´l

ˇ

ˇ

ˇ

ˇ

8

ď C˚|φ̂l|1 .

S20



Hence, |R2,l| ď C˚|φ̂l|1|rθ´l ´ θ0,´l|
2
1. Then

ˇ

ˇ

ˇ

ˇ

1

n ´ m

n
ÿ

t“m`1

␣

f̂
plq
t pθ0,l, rθ´lq ´ f̂

plq
t pθ0q

(

ˇ

ˇ

ˇ

ˇ

ď |R1,l| ` |R2,l|

ď τ |rθ´l ´ θ0,´l|1 ` C˚|φ̂l|1|θ0,l ´ θ̃l||rθ´l ´ θ0,´l|1 ` C˚|φ̂l|1|rθ´l ´ θ0,´l|
2
1

“ τ |rθ´l ´ θ0,´l|1 ` C˚|φ̂l|1|rθ ´ θ0|1|rθ´l ´ θ0,´l|1

ď τ |rθ ´ θ0|1 ` C˚|φ̂l|1|rθ ´ θ0|21 .

We complete the proof of Lemma 2. l

B.5.3 Proof of Lemma 3

Due to f̂
plq
t pθq “ φ̂J

l g
plq
t pθq and f

plq
t pθq “ φJ

l g
plq
t pθq, then

ˇ

ˇ

ˇ

ˇ

1

n ´ m

n
ÿ

t“m`1

␣

f̂
plq
t pθ0q ´ f

plq
t pθ0q

(

ˇ

ˇ

ˇ

ˇ

ď |φ̂l ´φl|1

ˇ

ˇ

ˇ

ˇ

1

n ´ m

n
ÿ

t“m`1

g
plq
t pθ0q

ˇ

ˇ

ˇ

ˇ

8

.

Write pG
plq
1 , . . . , G

plq
q qJ “ pn ´ mq´1

řn
t“m`1 g

plq
t pθ0q. Due to

g
plq
t pθ0q “

1

|Sl|

ÿ

pi,jqPSl

Xt
i,j ´ γt´1

i,j pθ0q

γt´1
i,j pθ0qt1 ´ γt´1

i,j pθ0qu

Bγt´1
i,j pθ0q

Bθ
,

we then have

G
plq
k “

1

pn ´ mq|Sl|

n
ÿ

t“m`1

ÿ

pi,jqPSl

Xt
i,j ´ γt´1

i,j pθ0q

γt´1
i,j pθ0qt1 ´ γt´1

i,j pθ0qu

Bγt´1
i,j pθ0q

Bθk

:“
1

pn ´ mq|Sl|
1{2

n
ÿ

t“m`1

Q̌
plq
k,t

for any k P rqs. Using the same arguments for deriving (B.26), we can also show

max
lPH

max
kPrqs

|G
plq
k | “ Op

"

a

plog qq logpqnq
a

nSH,min

*

` Op

"

plog qq1{2 logpqnq
?
nSH,min

*

, (B.29)

where SH,min “ minlPH |Sl|. Together with Condition 4, it holds that

max
lPH

ˇ

ˇ

ˇ

ˇ

1

n ´ m

n
ÿ

t“m`1

␣

f̂
plq
t pθ0q ´ f

plq
t pθ0q

(

ˇ

ˇ

ˇ

ˇ

“ Op

"

ωn

a

plog qq logpqnq
a

nSH,min

*

` Op

"

ωnplog qq1{2 logpqnq
?
nSH,min

*

. (B.30)

Notice that

1

n ´ m

n
ÿ

t“m`1

f
plq
t pθ0q “

1

pn ´ mq|Sl|

n
ÿ

t“m`1

ÿ

pi,jqPSl

Xt
i,j ´ γt´1

i,j pθ0q

γt´1
i,j pθ0qt1 ´ γt´1

i,j pθ0qu

"

φJ

l

Bγt´1
i,j pθ0q

Bθ

*

.
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By Conditions 1 and 4, we know

max
lPrqs

max
tPrnszrms

max
pi,jqPSl

ˇ

ˇ

ˇ

ˇ

φJ

l

Bγt´1
i,j pθ0q

Bθ

ˇ

ˇ

ˇ

ˇ

ď C2C4 .

Using the same arguments for deriving (B.29), we can also show

max
lPH

ˇ

ˇ

ˇ

ˇ

1

n ´ m

n
ÿ

t“m`1

f
plq
t pθ0q

ˇ

ˇ

ˇ

ˇ

“ Op

"

a

logp1 ` |H|q logpn|H|q
a

nSH,min

*

` Op

"

a

logp1 ` |H|q logpn|H|q
?
nSH,min

*

.

Together with (B.30), due to ωnplog qq1{2 logpqnq “ op1q, we have Lemma 3. l

B.5.4 Proof of Lemma 4

For any θl P Bpθ̃l, r̃q, by the Taylor expansion, we have

1

n ´ m

n
ÿ

t“m`1

"

Bf̂
plq
t pθl, rθ´lq

Bθl
´

Bf̂
plq
t prθq

Bθl

*

“

"

1

n ´ m

n
ÿ

t“m`1

B2f̂
plq
t pθ̄l, rθ´lq

Bθ2l

*

pθl ´ θ̃lq

for some θ̄l on the joint line between θl and θ̃l, which implies

ˇ

ˇ

ˇ

ˇ

1

n ´ m

n
ÿ

t“m`1

"

Bf̂
plq
t pθl, rθ´lq

Bθl
´

Bf̂
plq
t prθq

Bθl

*ˇ

ˇ

ˇ

ˇ

“

ˇ

ˇ

ˇ

ˇ

1

n ´ m

n
ÿ

t“m`1

B2f̂
plq
t pθ̄l, rθ´lq

Bθ2l

ˇ

ˇ

ˇ

ˇ

|θl ´ θ̃l| .

Due to θl P Bpθ̃l, r̃q, by (B.28), it holds that

sup
θlPBpθ̃l,r̃q

ˇ

ˇ

ˇ

ˇ

1

n ´ m

n
ÿ

t“m`1

"

Bf̂
plq
t pθl, rθ´lq

Bθl
´

Bf̂
plq
t prθq

Bθl

*
ˇ

ˇ

ˇ

ˇ

ď C˚r̃|φ̂l|1 .

Since
1

n ´ m

n
ÿ

t“m`1

Bf̂
plq
t prθq

Bθl
“

φ̂J

l

n ´ m

n
ÿ

t“m`1

Bg
plq
t prθq

Bθl
,

by (4.10), we know
ˇ

ˇ

ˇ

ˇ

1

n ´ m

n
ÿ

t“m`1

Bf̂
plq
t prθq

Bθl
´ 1

ˇ

ˇ

ˇ

ˇ

ď τ ,

which implies

sup
θlPBpθ̃l,r̃q

ˇ

ˇ

ˇ

ˇ

1

n ´ m

n
ÿ

t“m`1

Bf̂
plq
t pθl, rθ´lq

Bθl
´ 1

ˇ

ˇ

ˇ

ˇ

ď τ ` C˚r̃|φ̂l|1 .

We complete the proof of Lemma 4. l

C Additional simulation results

Further to Section 5, we report more simulation results on the transitivity model.
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C.1 Stationarity and ergodicity

As stated in the last paragraph of Section 2.1, for each fixed constant p, tXtutě1 defined by the

transitivity model (3.3) is stationary and ergodic as long as αt´1
i,j and βt´1

i,j are strictly between 0

and 1. Nevertheless it is a Markov chain with 2ppp´1q{2 states. When p is a fixed constant, the

ergodicity of Xt (i.e. the average in time converges to the average over the state space) may take a

long time to be observed; see Theorem 4.1 in Chapter 3 of Brémaud (1998). However the ergodicity

of some scalar summary statistics of Xt can be observed in much short time spans, as indicated in

the simulation reported below.

We consider the following three network density measures at each time t:

Dt “

ř

i,j: iăj X
t
i,j

ppp ´ 1q{2
, D1,t “

ř

i,j: iăjp1 ´ Xt´1
i,j qXt

i,j

ppp ´ 1q{2
, D0,t “

ř

i,j: iăj X
t´1
i,j p1 ´ Xt

i,jq

ppp ´ 1q{2
, (C.1)

where Dt is the network density at time t, and D1,t and D0,t are, respectively, the densities of

newly formed edges and newly dissolved edges at time t. If tXtutě1 is stationary, all three density

sequences tDtutě1, tD1,tutě2 and tD0,tutě2 are also stationary. We also plot

D̄t “
1

t

t
ÿ

u“1

Du , D̄1,t “
1

t

t
ÿ

u“1

D1,u , D̄0,t “
1

t

t
ÿ

u“1

D0,u,

against t for t ě 2, to see how quickly the ergodicity can be observed. These are sample means of

one-dimensional network summaries. We expect that their convergences are much faster than that

for the sample mean of p ˆ p network Xt itself.

Setting ξ1 “ ¨ ¨ ¨ “ ξp and η1 “ ¨ ¨ ¨ “ ηp, we let pξi, ηi, a, bq take four different sets of values:

p0.7, 0.8, 30, 15q, p0.6, 0.7, 20, 20q, p0.6, 0.7, 15, 10q and p0.6, 0.7, 10, 10q. Figure S1 displays the time

series plots of simulated tDtu
200
t“2, tD1,tu

200
t“2, tD0,tu

200
t“2, tD̄tu

200
t“2, tD̄1,tu

200
t“2 and tD̄0,tu

200
t“2 when p “

50. As expected, all simulated series tDtutě2, tD1,tutě2 and tD0,tutě2 exhibit patterns in line with

stationarity. The convergence of their sample means is observed with the sample sizes greater

than 50. In particular, pξi, ηi, a, bq “ p0.7, 0.8, 30, 15q displays the most dynamic edge changing

behaviour, while pξi, ηi, a, bq “ p0.6, 0.7, 20, 20q is the least dynamic among the four settings.

C.2 A more general model

As stated towards the end of Section 3.3, a more general transitivity model admits the form:

αt´1
i,j pθq “

ξiξje
a1U

t´1
i,j

1 ` ea1U
t´1
i,j ` eb1V

t´1
i,j

, βt´1
i,j pθq “

ηiηje
b2V

t´1
i,j

1 ` ea2U
t´1
i,j ` eb2V

t´1
i,j

, (C.2)

with θ “ pa1, b1, a2, b2, ξ1, . . . , ξp, η1, . . . , ηpqJ P R2p`4
` ą 0. Different from the transitivity model

(3.3) introduced in Section 3.3, we allow a1 ‰ a2 and b1 ‰ b2 in (C.2). We adopt the same sim-
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Figure S1: Time series plots of tDtu
200
t“2, tD1,tu

200
t“2, tD0,tu

200
t“2, tD̄tu

200
t“2, tD̄1,tu

200
t“2 and tD̄0,tu

200
t“2 for

the four simulated settings with p “ 50. The black, red, green and blue curves correspond to

the settings pξi, ηi, a, bq “ p0.7, 0.8, 30, 15q, p0.6, 0.7, 20, 20q, p0.6, 0.7, 15, 10q and p0.6, 0.7, 10, 10q,

respectively.
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Table S1: The means and STDs (in parenthesis) of rMAEs for estimating parameters in transitivity

model (C.2) with 400 replications.

pξi, a1, b1, ηi, a2, b2q n Estimation
αt´1
i,j pθq βt´1

i,j pθq

ξi a1 b1 ηi a2 b2

(0.7, 30, 15, 0.8, 30, 15) 100 Initial 0.178 (0.026) 0.250 (0.023) 0.171 (0.005) 0.121 (0.019) 5.275 (8.602) 24.141 (24.917)

Improved 0.103 (0.030) 0.117 (0.013) 0.066 (0.004) 0.112 (0.025) 5.687 (8.593) 26.259 (24.462)

200 Initial 0.172 (0.022) 0.247 (0.021) 0.170 (0.004) 0.119 (0.023) 2.904 (6.050) 19.186 (22.146)

Improved 0.093 (0.027) 0.113 (0.023) 0.064 (0.007) 0.111 (0.025) 3.356 (6.067) 21.646 (21.935)

400 Initial 0.168 (0.016) 0.245 (0.019) 0.170 (0.004) 0.117 (0.021) 1.777 (3.273) 15.318 (18.832)

Improved 0.088 (0.019) 0.109 (0.010) 0.063 (0.003) 0.109 (0.027) 2.180 (3.401) 17.636 (18.904)

(0.6, 20, 20, 0.7, 20, 20) 100 Initial 0.224 (0.004) 0.403 (0.023) 0.218 (0.005) 0.147 (0.007) 3.397 (8.745) 12.343 (19.473)

Improved 0.138 (0.006) 0.135 (0.034) 0.081 (0.009) 0.130 (0.009) 3.585 (8.585) 13.754 (19.465)

200 Initial 0.219 (0.002) 0.404 (0.017) 0.219 (0.003) 0.140 (0.008) 1.266 (3.404) 7.684 (11.048)

Improved 0.123 (0.004) 0.124 (0.021) 0.079 (0.007) 0.122 (0.009) 1.479 (3.488) 9.146 (11.735)

400 Initial 0.217 (0.002) 0.405 (0.012) 0.219 (0.002) 0.135 (0.008) 0.687 (0.316) 5.567 (8.182)

Improved 0.114 (0.002) 0.117 (0.015) 0.075 (0.005) 0.117 (0.009) 0.787 (0.606) 6.830 (9.161)

(0.6, 15, 10, 0.7, 15, 10) 100 Initial 0.243 (0.003) 0.378 (0.015) 0.266 (0.005) 0.160 (0.019) 4.163 (10.012) 16.690 (24.226)

Improved 0.136 (0.004) 0.178 (0.047) 0.098 (0.014) 0.146 (0.023) 4.322 (10.035) 18.638 (24.586)

200 Initial 0.241 (0.002) 0.378 (0.011) 0.266 (0.004) 0.151 (0.019) 1.708 (4.439) 10.105 (17.250)

Improved 0.124 (0.003) 0.162 (0.026) 0.090 (0.008) 0.138 (0.022) 1.785 (4.572) 11.984 (18.233)

400 Initial 0.240 (0.001) 0.379 (0.008) 0.266 (0.003) 0.146 (0.018) 1.312 (3.015) 7.461 (14.351)

Improved 0.117 (0.002) 0.159 (0.018) 0.088 (0.005) 0.133 (0.022) 1.202 (3.158) 9.039 (15.240)

(0.6, 10, 10, 0.7, 10, 10) 100 Initial 0.242 (0.003) 0.534 (0.026) 0.279 (0.005) 0.165 (0.020) 10.003 (20.550) 25.992 (28.225)

Improved 0.136 (0.005) 0.254 (0.073) 0.101 (0.013) 0.152 (0.025) 10.210 (20.584) 28.117 (28.413)

200 Initial 0.240 (0.002) 0.536 (0.019) 0.279 (0.004) 0.162 (0.022) 5.987 (15.780) 21.763 (26.073)

Improved 0.125 (0.003) 0.238 (0.045) 0.095 (0.007) 0.149 (0.027) 6.113 (15.673) 24.344 (26.729)

400 Initial 0.239 (0.001) 0.535 (0.013) 0.279 (0.003) 0.157 (0.023) 2.956 (6.909) 16.885 (21.903)

Improved 0.117 (0.002) 0.231 (0.028) 0.094 (0.005) 0.144 (0.028) 2.817 (7.196) 19.332 (23.305)

ulation settings as above, i.e. pξi, a1, b1, ηi, a2, b2q P tp0.7, 30, 15, 0.8, 30, 15q, p0.6, 20, 20, 0.7, 20, 20q,

p0.6, 15, 10, 0.7, 15, 10q, p0.6, 10, 10, 0.7, 10, 10qu.

The two estimation methods are implemented in the same manner as in Section 5.2. Table S1

reports the resulting rMAEs over 400 replications with p “ 50 and n P t100, 200, 400u. The

estimation for the parameters in αt´1
i,j pθq, namely ξi, a1 and b1, exhibits the similar patterns as in

Table 1, where pξi, a1, b1, ηi, a2, b2q “ p0.7, 30, 15, 0.8, 30, 15q achieves the best estimation accuracy.

In contrast, the estimation for parameters in βt´1
i,j pθq deteriorates significantly, and especially for a2

and b2. Note that only some components of Xt´1 with Xt´1
i,j “ 1, t P rnszrms and j ‰ i, were used

in estimating parameters a2 and b2. For sparse networks, the total number of those data points is

small. This is the intrinsic difficulty in estimating the parameters in βt´1
i,j pθq. See also the relevant

discussion at the end of Section 3.3.
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Figure S2: Evolution of edge density (left panel), percentage of grown (blue) and dissolved (orange)

edges (right panel), SFHH participant networks.

D Conference interactions

We apply our model to an additional dynamic network dataset, in this case of face-to-face in-

teractions among attendees of an academic conference. The conference in question was the 2009

congress of the Société Française d’Hygiène Hospitalière (SFHH) (Cattuto et al., 2010; Génois and

Barrat, 2018). The original data was collected automatically by RFID badges worn by the con-

ference participants. We analyze a subset of the data corresponding to an active portion of the

first day of the congress (June 4, 2009) from about 11:00AM to 6:00PM among the p “ 200 most

active participants out of the total 403. Each of the n “ 22 network snapshots corresponds to a

non-overlapping time window, with Xt
i,j “ 1 if participants were in close proximity at any time

during the prior 20 minutes.

Similar to Section 6, we summarize some key features of this dataset. Figure S2 (left panel)

shows that while there are some spikes in edge density, there is no clear increasing or decreasing

pattern, so we choose to model this dataset with a single AR network model. Figures S2 and S3 show

empirical evidence of temporal edge dependence, as well as transitivity effects: after accounting for

edge density, edges persist at a higher rate than they grow, they more often grow for node pairs

which had more common neighbours, and they more often dissolve for node pairs which had more

disjoint neighbours.

Fitting our AR network model with transitivity, we estimate â “ 26.75 and b̂ “ 15.14, confirming

these empirical dynamic effects of common and disjoint neighbours. We summarize the estimates

of the local parameters tξiu
200
i“1 and tηiu

200
i“1 in Figure S4.

The estimates tξ̂iu
200
i“1 have mean 0.18 and a longer right tail, while the estimates tη̂iu

200
i“1 have

mean 1.16 and a longer left tail. Moreover, their scatter plot shows that there is a negative relation-
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Figure S3: Left panel: relative edge frequencies, tUcucě0. Right panel: relative non-edge frequen-

cies, tVcucě0. In both panels, point size is proportional to log of sample size.
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Figure S4: Histograms and scatter plot of estimates tξ̂iu
200
i“1 and tη̂iu

200
i“1.

ship between these estimates for a given node. All of these observations are consistent with overall

degree heterogeneity of the network. The estimates tξ̂iu
200
i“1 have a wide range from 0.05 to 0.64,

while the estimates tη̂iu
200
i“1 are all between 0.97 and 1.24. This implies that conference attendees

are more heterogeneous in their propensity to form new connections, than in their propensity to

extend the length of existing ones.

Finally, we compare our model to the same competing models described in Section 6 in terms

of AIC and BIC. These results are reported in Table S2. Our AR network model with transitivity

achieves the smallest AIC, followed closely by the global AR model, which only has 2 parameters.

The global AR model achieves the smallest BIC, thus in both cases the best model incorporates

temporal edge dependence. Under either criterion, the two edgewise models require Opp2q param-

eters and thus perform poorly, as there are relatively many nodes (p “ 200) compared to network

samples (n “ 22). Although the transitivity model has Oppq parameters, it achieves the smallest

AIC and the 2nd smallest BIC, suggesting that degree heterogeneity parameters and the imposed
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Model AIC BIC

Transitivity AR model 48013 52412

Global AR model 48037 48059

Edgewise AR model 109284 544815

Edgewise mean model 71205 288970

Degree parameter mean model 54061 56250

Table S2: AIC and BIC performance for conference interaction data

transitivity form are an effective parameterization to summarize the structure in this dataset.
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